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Introduction

In this thesis, we consider a class of scalar elliptic equations or elliptic systems involving singular

weights and critical exponents of general form

�div
�
jyj�2aru

�
� � jyj�2(a+1) u = h (y) jyj�2�b juj2��2 u+ �g (x) in RN ; y 6= 0;

with each point x in RN is written as a pair (y; z) 2 Rk � RN�k where k and N are integers

such that N � 3 and k belongs to f1; :::; Ng, a; b real numbers; 2� (a; b) critical exponents,

�1 < � < ��a;k := ((k � 2 (a+ 1)) =2)2 and g and h are functions which will de�ned later. We

study problems with various assumptions on a, b and �.

The choice of such classes rises owing to the fact that the research of solutions in forms

of standing waves for an equation of evolution leads sometimes to the cylindrical case [4].

Accordingly, a solitary wave preserves intrinsic properties of particles such as the energy. Owing

to their particle-like behaviors, solitary waves can be regarded as a model for extended particles

and they arise in many problems of mathematical physics. Thus, this resolution contributes to

the development of the modeling of many physical systems in �elds as varied as: the theory of

the traditional �elds and quantum, the plasma physics, see for example [1; 2; 18; 21; 23].

Before summarizing the results consigned in this thesis, brie�y, let register this work from

the historical point of view to us. Our principal concern, in this work, is to study existence and

multiplicity results.

The scalar case. Rigorous mathematical research on the resolution of the elliptic equa-

tions containing singular potentials started since the Eighties. Thus, one �nds within this

framework work of the authors Catrina and Wang [10], Badiale and Tarantello [4] in this �eld.

The originality of these works resides in the techniques used which make possible the proof

5



of the existence and the multiplicity of solutions. Concerning the spherical case, one will re-

tain precursory works of [4; 8; 22], in which the authors used methods of minimization under

constraint. As noticed, in 2006, Wang and Zhou [25] studied the same semilinear equation

��u� � jxj�2 u = juj2
��2 u+ �g (x) in RN ; x 6= 0;

with, 0 < � � ��0;N , 2� = 2N= (N � 2) and � is a parameter real: They proved that there exists

at least two distinct solutions under some conditions on g by applying Ekeland�s variational

principle and Mountain Pass theorem without Palais Smale conditions. In 2009, Bouchekif and

Matallah [6], extended the work of [25] by studying the quasilinear equation

�div
�
jxj�2aru

�
� � jxj�2(a+1) u = h (x) jxj�2�b juj2��2 u+ �g (x) in RN ; x 6= 0;

where 0 < � � ��a;N , �1 < a < (N � 2) =2, a � b < a + 1, 2� = 2N= (N � 2 + 2 (b� a))

and � a positive parameter. They established the existence of two nontrivial solutions by

using Ekeland�s variational principle and mountain pass theorem under su¢ cient conditions on

functions g and h. .

For the cylindrical case, Badiale et al.[3] and Musina: [17] contributed in the study. As

noticed, in 2007, Badiale et al.[3] studied an elliptic equation with decaying cylindrical potential:

jyj�� with y in Rk and � positive real. In 2008, Musina: [17] studied the following equation by

proving the existence of at least one nonnegative solution

�div
�
jyj�2aru

�
= � jyj�2(a+1) u+ jyj�b up�1 in RN ; y 6= 0;

with �a=2 instead of a where a 2 R, b = N�p (N � 2) =2 with p 2 (2; 2�] and � is a parameter

real. In 2009, Gazzini and Musina [16] studied the existence and the nonexistence of the same

problem by introducing the Hardy-Sobolev-Maz�ya inequality.

The major challenge then consisted in adapting the variational methods which proved reli-

able for equations where one encountered problems such as: problems of compactness, existence

of extermale functions. Thus, the main arguments which one will adopt to free problems will be

the constraint de�ned by the Nehari manifold [19] and the Hardy-Sobolev-Maz�ya inequality
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[16].

The singular systems case. Such problems are introduced as models for several physical

phenomena related to equilibrium of continuous media which somewhere be perfect insulators,

see for example [11; 13]. For more information and connection on problems of this type, the

readers may consult in [7; 14] and the references therein.

We quote various results which were obtained.

The �rst chapter of the thesis recalls the basic de�nitions which will be frequently used

later.

In chapter two, we establish the existence of multiple solutions for nonhomogeneous singu-

lar elliptic equations with cylindrical weight by using Ekeland�s variational principle and moun-

tain pass theorem without Palais-Smale conditions. This work is an extension of Bouchekif�s

[6] which interested by the spherical case.

Chapter three is devoted to the study of quasilinear elliptic equations involving decaying

cylindrical potentials and critical exponents, which is a generalization of the work of Badiale

et al.[3] : We prove the existence of at least two solutions by using the Nehari manifold and

Hardy-Sobolev-Maz�ya inequality.

The last chapter, is centered on the study of nonhomogeneous singular elliptic systems

involving a singular weakly coupled potential and the Ca¤arelli-Kohn-Nirenberg critical expo-

nent. Taking as a starting point the work of [7], we give existence results by using the critical

point theory under the Nehari manifold as constraint.

List publications:

1) On nonhomogeneous elliptic equations with decaying cylindrical potential and critical

exponent, Electron. J. Di¤. Eqns., 2011 (54) (2011) 1� 10.

2)On nonhomogeneous singular elliptic equations with cylindrical weight, Submitted, preprint

Université de Tlemcen, (2011).

3) On nonhomogeneous singular elliptic systems with critical Ca¤arelli-Kohn-Nirenberg ex-

ponent, Submitted, preprint Université de Tlemcen, (2011):
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Chapter 1

Preliminaries

In this chapter, we start by recalling some de�nitions which will be frequently used throughout

the rest of this work.

1.1 Critically point

Let be X a Banache space, J a functional of class C1 de�ned in X with values in R: Let us

note J 0 (u) : X �! X 0( dual of X) its derivative within the meaning of Fréchet.

De�nition 1.1 Let u 2 X; c 2 R: The point u is known as critical point of the functional

calculus J if J 0 (u) = 0:

The value c is known as breaking value of J if there exists a critical point u in X such that:

J (u) = c:

1.2 Mountain Pass Theorem

Let X Banach space, and J 2 C1 (X;R) verifying the Palais -Smale condition. Suppose that

J (0) = 0 and that:

i) 9R > 0 and 9r > 0 such that if kuk = R; then J (u) � r;

ii) 9 (u0) 2 X such that ku0k > R and J (u0) � 0;
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let c = inf
2�

max
t2[0;1]

(J ( (t))) where

� = f 2 C ([0; 1] ;X) such that  (0) = 0 et  (1) = u0g ;

then c is critical value of J such that c � r.

1.3 Theorem (Ekeland�s variational principle)

Let � : X �! (�1;+1] be a semi-continuous clean function in a lower position limited in a

lower position. For each " > 0 and each u 2 X such that � (u) � inf
x2X

� (u) + ", it exists v 2 X

such that

(1) � (v) � � (u) ;

(2) d (u; v) � 1;

(3) � (v) < � (x) + "d (x; v) for all x 2 X such that x 6= v.

1.4 Brezis-Lieb Theorem

Let 0 < p <1. Suppose un �! u a.e. and kunkLp(
) � C <1. Then

lim
n�!1

�
kunkpLp(
) � kun � uk

p
Lp(
)

�
= kukpLp(
) .

1.5 Theorem (Generalized Hardy inequality)

If 1 � k � N , we will write a generic point x 2 RN as x = (y; z) 2 Rk � RN�k. Let 1 < p <1

and �+ k > 0. Then, for each u 2 D
�
RN
�
the following inequality holds

Z
RN
jyj� ju (x)jp dx � pp

(�+ k)p

Z
RN
jru (x)jp jyj�+p dx:

Moreover, the constant pp

(�+k)p
is optimal.
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1.6 The Nehari manifold

Let J 2 C1 (X;R) be the Euler functional associated with an elliptic problem on Banach space

X. If J is bounded below and has a minimizer on X, then this minimizer is a critical point of

J . Hence, it is a solution of the corresponding elliptic problem. However, in many problems J

is not bounded below on the whole space X, but is bounded below on an appropriate subset of

X and minimizer on this set (if it exist) many give rise to solutions of the corresponding elliptic

problem. A good candidate for an appropriate subset of X is the Nahari manifold de�ned by

M =
n
u 2 X :

D
J
0
(u) ; u

E
= 0

o
:

1.7 The weighted Sobolev space X
�
RN ; jyj�� dx

�
Let k;N be such that N > k � 2 and let �; � > 0. We de�ne the weighted Sobolev space

X := X
�
RN ; jyj�� dx

�
:=

�
u 2 D1;2

�
RN
�
:

Z
RN
jyj�� u2dx < +1

�
,

which is a Hilbert space with respect to the norm de�ned by

kuk2 =
Z
RN

�
jruj2 � � jyj�� u2

�
dx, for all u 2 X.

Whose inner product we denote by

hu; vi :=
Z
RN

�
rurv � � jyj�� uv

�
dx, for all u; v 2 X.

Clearly X ,! D1;2
�
RN
�
, whence, by well known embedding of D1;2

�
RN
�
, one derives

X ,! L2�
�
RN
�
and X ,! Lploc

�
RN
�
for 1 � p � 2�. In particular the latter embedding is

compact if p < 2� and thus it assures that weak convergence in X implies (up to a subsequence)

almost everywhere convergence in RN .

Set D := D1;20
�
RN
�
\ L

�
RN ; jyj�2 dx

�
, endowed with the scalar product

hu; vi :=
Z
RN

�
rurv + jyj�2 uv

�
dx.
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For convenience we point out some remarks on the space D.

Lemma 1.1 [17]

(i) C1c
��
Rkn f0g

�
� RN�k

�
is dense in D

(ii) If k > 2 then D := D1;20
�
RN
�

(iii) If k = 1 then D = D1;20
�
(0;+1)� RN�1

�
+D1;20

�
(+1; 0)� RN�1

�
(iv) If k 6= 2 an equivalent scalar product on D is hu; vi :=

R
RN rurvdx.

1.8 Hardy-Sobolev-Maz�ya inequality

In [16], It states that for any a 2 R and for every real exponent p 2 (2; 2�] there exists a constant

Ca;p > 0 such that

Ca;p

�Z
RN
jyj�b jujp dx

�2=p
�
Z
RN

�
jyja jruj2 � ��a;k jyja�2 juj2

�
dx;

for any u 2 C1c
�
RN
�
if a > 2� k and for any u 2 C1c

�
RN0
�
if a � 2� k.

where b = N � p
�
N�2+a

2

�
and ��a;k :=

�
k�2+a
2

�2
.

The Maz�ya inequality states that

Ca;p

�Z
RN
jyj�b jujp dx

�2=p
�
Z
RN
jyja jruj2 dx; 8u 2 C1c

�
RN
�
.
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Chapter 2

On nonhomogeneous singular elliptic

equations with cylindrical weight

In this chapter, we establish the existence of multiple solutions for nonhomogeneous singular

elliptic equations with cylindrical weight, by using Ekeland�s variational principle and mountain

pass theorem without Palais-Smale conditions.

2.1 Introduction

This chapter deals with the existence and multiplicity of solutions to the following problem

(P�;�)

8<: ��u� � jyj�2 u = h (y) jyj�b jujp�2 u+ �g (x) in RN ; y 6= 0

u 2 D1;20 ;

where each point x in RN is written as a pair (y; z) 2 Rk � RN�k with k and N are integers

such that N � 3 and k belongs to f2; :::; Ng, b = N � p (N � 2) =2 with p 2 (2; 2�] and 2� =

2N= (N � 2) is the critical Sobolev exponent, � and � are positive parameters, g 2 H0
�\C

�
RN
�

not identically equal to 0 and h is a bounded positive function on Rk. H0
� is the dual of H�.

By D1;20 = D1;20
��
Rkn f0g

�
� RN�k

�
and H� = H�

��
Rkn f0g

�
� RN�k

�
, we denote the
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closure of C10
��
Rkn f0g

�
� RN�k

�
with respect to the norms

kuk0 =
�Z

RN
jruj2

�1=2
and kuk� =

�Z
RN

�
jruj2 � � jyj�2 juj2

�
dx

�1=2
for � < ��k and k 6= 2; respectively, with ��k := ((k � 2) =2)2 is the best constant in the Hardy

inequality for the cylindrical case [13], by which the norm kuk� is equivalent to kuk0. More

explicitly, we have for k 6= 2;

�
1� �+=��k

�1=2 kuk0 � kuk� � �1� ��=��k�1=2 kuk0 for u 2 H�;
where �+ = max (�; 0) and �� = min (�; 0) :

We know that the weighted Sobolev space D := H� \ Lp
�
RN ; jyj�b dx

�
is a Banach space

with respect to the norm N (u) := kuk� + (
R
RN jyj

�b jujp dx)1=p:

Several existence results are available in the case k = N; we quote for example [1; 4; 6; 7]

and the references therein. For more details, when N � 3, b = 0, p < 2�, � < 0 and h � 1;

Badiale et al. [2] and Terracini [15] studied (P0;�). In [15] ; the author proves that no positive

solutions for (P0;�). When p = 2�, the regular problem (P1;0) has been considered, on a

bounded domain 
, by Tarantello [14] with h � 1 and � = 0. She proved that for g 2
�
H1
0 (
)

�0
not identically zero and satisfying a suitable condition, the problem considered admits two

solutions. The problem (P�;�) has been studied by Bouchekif and Matallah in [4], by using

Ekeland�s variational principle [8] and mountain pass theorem, they established the existence

of two nontrivial solutions when 0 < � � ��N , � 2 (0;��) and under su¢ cient conditions on

functions g and h, with �� a positive constant.

For the cylindrical case i.e., k < N , there are much less studies in the literature at our

knowledge. We cite for example [3; 9; 10; 12; 13] and the references therein. As noticed in [12],

Musina has considered the problem (P0;�) with h � 1. She established the existence of ground

state solution when 0 < � < ��k and 2 < k � N and the support of the ground state solution

is a half-space when k = 1 and N � 4. When b = 0, h � 1 and p = 2�; she shows that (P0;�)

does not admits ground state solutions.
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Since our approach is variational, we de�ne the functional I�;� on D by

I�;� (u) := (1=2) kuk2� � (1=p)
Z
RN

h (y) jyj�b jujp dx� �
Z
RN

g (x)udx:

We say that u 2 D is a weak solution of the problem (P�;�) if it satis�esZ
RN

�
rurv � � jyj�2 uv � h (y) jyj�b jujp�2 uv � �g (x) v

�
= 0; for v 2 D:

Throughout this work, we consider the following assumption

(H) lim
jyj�!0

h (y) = lim
jyj�!1

h (y) = h0 > 0; h (y) � h0, y 2 Rk.

In our work, we prove the existence of at least two distinct critical points of I�;�. One by the

Ekeland variational principle with negative energy, and the other by mountain pass theorem

without Palais-Smale conditions with positive energy.

Remark 2.1 Note that all solutions of (P�;�) are nontrivial.

Our main result is given as follows

Theorem 2.1 Suppose that 2 < k � N , b = N � p (N � 2) =2 with p 2 (2; 2�] ; � < ��k and

hypothesis (H) holds. Then, there exists �� > 0 such that the problem (P�;�) has at least two

solutions for any � 2 (0;��).

This paper is organized as follows. In Section 2, we give some preliminaries. Section 3 is

devoted to the proof of Theorem 2:1.

2.2 Preliminaries

We start by recalling the following de�nition and properties from the paper [12].

The �rst inequality that we need is the Hardy inequality

��k

Z
RN
jyj�2 v2dx �

Z
RN
jrvj2 dx; 8v 2 H�: (2.1)
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Next, assume N � 3; p 2 (2; 2�] and b = N � p (N � 2) =2. The starting point for studying

(P0;�) is the Hardy-Sobolev-Maz�ya inequality that is particular to the cylindrical case k < N

and that was proved by Maz�ya in [12]. It states that there exists positive constant Cp such

that

Cp

�Z
RN
jyj�b jvjp dx

�2=p
�
Z
RN

�
jrvj2 � � jyj�2 v2

�
dx; (2.2)

for any v 2 C1c (
�
Rkn f0g

�
� RN�k).

De�nition 2.1 An entire solution v to (P�;�) is a ground state solution if it achieves the best

constant

S�;p = S�;p (k;N) := inf
v2H�((Rknf0g)�RN�k)

R
RN

�
jrvj2 � � jyj�2 v2

�
dx�R

RN jyj
�b jvjp dx

�2=p ; (2.3)

for k � 2.

Lemma 2.1 [12] Assume 2 � k < N; � � ��k and 2 < p < 2�N�k+1. Then the in�mum S�;p is

achieved on H�
��
Rkn f0g

�
� RN�k

�
:

Lemma 2.2 Let (un) � D be a Palais-Smale sequence ((PS)c for short) of I�;� i.e.

I�;� (un) �! c and I
0
�;� (un) �! 0 in D0

(dual of D) as n �!1; (2.4)

for some c 2 R. Then, un * u in D and I
0
�;� (u) = 0.

Proof: From (2:4) ; we have

(1=2) kunk2� � (1=p)
Z
RN

h (y) jyj�b junjp dx� �
Z
RN

g (x)undx = c+ on (1)

and

kunk2� �
Z
RN

h (y) jyj�b junjp dx� �
Z
RN

g (x)undx = on (1) ;

15



where on (1) denotes on (1) �! 0 as n �!1. Then,

c+ on (1) = I�;� (un)� (1=p)
D
I
0
�;� (un) ; un

E
� ((p� 2) =2p) kunk2� � � ((p� 1) =p) kgkH0

�
kunk� ;

(un) is bounded in D.

If p 2 (2; 2�) or p = 2�, then we can �nd u 2 D such that

un * u weakly in D, (2.5)

un * u weakly in Lp

�
RN ; jyj�b

�
;

un ! u a.e in RN :

Thus, we deduce that for all v 2 C10
��
Rkn f0g

�
� RN�k

�
;

Z
RN

�
rurv � � jyj�2 uv � h (y) jyj�b jujp�2 uv + �g (x) v

�
= 0;

i.e.,

I
0
�;� (u) = 0.

Lemma 2.3 Let (un) � D be a (PS)c sequence of I�;� for some c 2 R. Then,

un * u in D

and either

un �! u or c � I�;� (u) + ((p� 2) =2p)
�
h
�2=p
0 S�;p

�p=(p�2)
,

for all p 2 (2; 2�].

16



Proof: We know that (un) is bounded in D. Up to a subsequence if necessary, we have that

un * u in D

un ! u a.e in RN :

Denote vn = un � u, then vn * 0. As in Brézis and Lieb [5] ; we have

jvnj2p = junj
2
p � juj

2
p

and

lim
n�!1

Z
RN

h (y)
�
jyj�b junjp � jyj�b jun � ujp

�
dx =

Z
RN

h (y) jyj�b jujp dx:

On the other hand, by using the assumption (H), we obtain

lim
n�!1

Z
RN

h (y) jyj�b jvnjp dx = h0 lim
n�!1

Z
RN
jyj�b jvnjp dx: (2.6)

Then, we get

I�;� (un) = I�;� (u) + (1=2) kvnk2� � (h0=p)
Z
RN
jyj�b jvnjp + on (1)

and D
I
0
�;� (un) ; un

E
= kvnk2� � h0

Z
RN
jyj�b jvnjp + on (1) :

Then we can assume that

lim
n�!1

kvnk2� = h0 lim
n�!1

Z
RN
jyj�b jvnjp = l � 0.

Assume l > 0, we have by de�nition of S�;p

l � S�;p
�
lh�10

�2=p
,

and so that

l �
�
h
�2=p
0 S�;p

�p=(p�2)
:
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Thus we get

c = I�;� (u) + ((p� 2) =2p) l � I�;� (u) + ((p� 2) =2p)
�
h
�2=p
0 S�;p

�p=(p�2)
.

2.3 Existence results

The proof of Theorem 2:1 is given in two parts.

2.3.1 Existence of a local minimizer

We prove that there exists �� > 0 such that for any � 2 (0; ��), I�;� can achieve a local

minimizer.

First, we establish the following result.

Proposition 2.1 Suppose 2 < k � N , b = N � p (N � 2) =2 with p 2 (2; 2�] ; � < ��k; and the

hypothesis (H) holds. Then there exist ��; % and � positive constants such that for all � 2 (0; ��)

we have

I�;� (u) � � > 0 for kuk� = %. (2.7)

Proof: By the Holder inequality and the de�nition of S�;p, we get for all u 2 Dn f0g and

" > 0

I�;� (u) : = (1=2) kuk2� � (1=p)
Z
RN

h (y) jyj�b jujp dx� �
Z
RN

g (x)udx;

� (1=2� ") kuk2� � (jhj1 =p)S�;p kukp� � C" k�gkH0
�
.

Taking " < 1=2 and % = kuk�. Then there exist % > 0 small enough and a positive constant ��
such that

I�;� (u) � � > 0 for kuk� = % and � 2 (0; ��) . (2.8)

18



Since g is a continuous function on RN , not identically zero, we can choose � 2 C10
�
RN
�

such that
R
RN g (x)�dx > 0. It follows that for t > 0 small enough,

I�;� (t�) :=
�
t2=2

�
k�k2� � (t

p=p)

Z
RN

h (y) jyj�b j�jp dx� �t
Z
RN

g (x)�dx < 0. (2.9)

and kt�k� < %.

Thus, we have

c1 = inf fI�;� (u) : u 2 B%g < 0; with B% = fu 2 D; N (u) � %g . (2.10)

Using the Ekeland�s variational principle, for the complete metric space B� with respect to the

norm of D, we can prove that there exists a (PC)c1 sequence (un) � B� such that un * u1 for

some u1 with N (u1) � �.

Now, we claim that un �! u1. If not, by Lemma 2:3, we have

c1 � I�;� (u1) + ((p� 2) =2p)
�
h
�2=p
0 S�;p

�p=(p�2)
� c1 + ((p� 2) =2p)

�
h
�2=p
0 S�;p

�p=(p�2)
> c1;

which is a contradiction. Then we obtain a critical point u1 of I�;� for all � 2 (0; ��) satisfying

c1 = I�;� (u1) < 0:

On the other hand we have

c1 = ((p� 2)=2p) ku1k2� � ((p� 1)=p)
Z
RN

�g(x)u1dx

� � (1=2p) (p� 1)2 (p� 2)�1 �2 kgk2H0
�
.

Thus u1 is a solution of our problem with negative energy.
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2.3.2 Existence of mountain pass type solution

We use the mountain pass theorem without Palais-Smale conditions to prove the existence of a

solution with positive energy.

Let c��;p := ((p� 2) =2p)
�
h
�2=p
0 S�;p

�p=(p�2)
� (1=2p) (p� 1) (p� 2)�1=2 �2 kgk2H0

�

Before completing the proof of the Theorem 2:1, we need the following Lemma.

Lemma 2.4 Let �� > 0 such that

c��;p > 0; for all � 2 (0; ��) :

Then, there exist � 2 (0; ��) and '" 2 D for " > 0 such that

sup
t�0

I�;� (t'") < c��;p; for all � 2 (0;�) :

Proof: Let

'" (x) =

8>>>>>>><>>>>>>>:

!" (x) if g (x) � 0 for all x 2 RN ;

!" (x� x0) if there is an x0 2 RN such that g (x0) > 0,

�!" (x) if g (x) � 0 for all x 2 RN ;

where !" achieves S�;p de�ned in (3:1) :

Then, we claim that there is an "0 such thatZ
RN

g (x)'" (x) > 0; for any " 2 (0; "0) . (2.11)

In fact, g (x) � 0 or g (x) � 0 for all x 2 RN , and (2:11) holds obviously. If there exists an

x0 2 RN such that g (x0) > 0, by the continuity of g (x) there is an � > 0 such that g (x) > 0

for all x 2 B� (x0). Then, by the de�nition of !" (x� x0), it is easy to see that there exists an

"0 small enough such thatZ
RN

g (x)!" (x� x0) > 0; for any " 2 (0; "0) : (2.12)
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Now, we consider the following functions

f (t) = I�;� (t'") and �f (t) =
�
t2=2

�
k'" (x)k2� � (t

p=p)h0

Z
RN
jyj�b j'" (x)jp dx,

Then, we get for all � 2 (0; ��)

0 = f (0) < c��;p.

By the continuity of f (t), there exists t1 a su¢ ciently small positive number such that

f (t) < c��;p;

for all t 2 (0; t1). On the other hand, we have

max
t�0

�f (t) = ((p� 2) =2p)
�
h
�2=p
0 S�;p

�p=(p�2)
,

then, we obtain

sup
t�0

I�;� (t'") � ((p� 2) =2p)
�
h
�2=p
0 S�;p

�p=(p�2)
� �t1

Z
RN
jyj�b g (x)'"dx.

Taking � > 0 such that

�t1

Z
RN

g (y)'"dx > (1=2p) (p� 1) (p� 2)�1=2 �2 kgk2H0
�
.

By (2:11) ; we get

0 < � < ���.

where

��� := (2p (p� 2)1=2 (p� 1)�1)t1
�Z

RN
g (x)'"dx

�
kgk�2H0

�
:

Set

� = min f��;���g .

We deduce that

sup
t�0

I�;� (t'") < c��;p; for all � 2 (0;�) :
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Now, we complete the proof of the Theorem 2:1.

Since lim
t�!1

I�;� (t'") = �1; we can choose T > 0 large enough such that I�;� (T'") <

0. From Proposition 2:1; we have I�;�j@B% � � > 0 for all � 2 (0; ��). By mountain pass

theorem without the Palais-Smale condition, there exists a (PC)c2 sequence (un) in D which is

characterized by

c2 = inf
2�

max
t2[0;1]

I�;� ( (t)) ;

with

� = f 2 C ([0; 1] ;D) ;  (0) = 0;  (1) = T'"g :

Then, (un) has a subsequence, still denoted by (un) such that un * u2 in D. By Lemma 2:3,

if un doesn�t converge to u2; we get

c2 � I�;� (u2) + ((p� 2) =2p)
�
h
�2=p
0 S�;p

�p=(p�2)
� c��;p;

what contradicts the fact that, by Lemma 2:4, we have

sup
t�0

I�;� (t'") < c��;p; for all � 2 (0;�) :

Then

un �! u2 in D:

Thus, we obtain a critical point u2 of I�;� for all � 2 (0;��) with

�� := min f��;�g

satisfying

I�;� (u2) > 0.
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Chapter 3

On nonhomogeneous elliptic

equations with decaying cylindrical

potential and critical exponent

In this part, we study the existence and multiplicity of solutions for elliptic equations involving

decaying cylindrical potentials and critical exponents by using the Nehari manifold and Hardy-

Sobolev-Maz�ya inequality.

3.1 Introduction

In this chapter we consider the following proble

8>>><>>>:
�div

�
jyj�2aru

�
� � jyj�2(a+1) u = h jyj�2�b juj2��2 u+ �g in RN ;

y 6= 0

u 2 D1;20 ;

(1:1)

where each point x in RN is written as a pair (y; z) 2 Rk � RN�k where k and N are integers

such that N � 3 and k belongs to f1; :::; Ng, �1 < a < (k � 2) =2; a � b < a + 1; 2� =

2N= (N � 2 + 2 (b� a)), �1 < � < ��a;k := ((k � 2 (a+ 1)) =2)2, g 2 H0
� \ C

�
RN
�
, h is a

bounded positive function on Rk and � is real parameter. H0
� is the dual of H�; where H� and
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D1;20 will be de�ned later.

Some results are already available for (1:1) in the case k = N , see for example [10; 11]

and the references therein. Wang and Zhou [10] proved that there exist at least two solutions

for (1:1) with a = 0, 0 < � � ��0;N = ((N � 2) =2)2 and h � 1, under certain conditions on

g. Bouchekif and Matallah [2] showed the existence of two solutions of (1:1) under certain

conditions on functions g and h; when 0 < � � ��0;N , � 2 (0;��), �1 < a < (N � 2) =2 and

a � b < a+ 1, with �� a positive constant.

Concerning existence results in the case k < N , we cite [6; 7] and the references therein.

Musina [7] considered (1:1) with �a=2 instead of a and � = 0, also (1:1) with a = 0; b = 0,

� = 0, with h � 1 and a 6= 2� k. She established the existence of a ground state solution when

2 < k � N and 0 < � < ��a;k = ((k � 2 + a) =2)2 for (1:1) with �a=2 instead of a and � = 0.

She also showed that (1:1) with a = 0; b = 0; � = 0 does not admit ground state solutions.

Badiale et al. [1] studied (1:1) with a = 0; b = 0, � = 0 and h � 1. They proved the existence of

at least a nonzero nonnegative weak solution u, satisfying u (y; z) = u (jyj ; z) when 2 � k < N

and � < 0. Bouchekif and El Mokhtar [3] proved that (1:1) admits two distinct solutions when

2 < k � N , b = N � p (N � 2) =2 with p 2 (2; 2�] ; � < ��0;k, and � 2 (0;��) where �� is a

positive constant. Terracini [9] proved that there is no positive solutions of (1:1) with b = 0,

� = 0 when a 6= 0, h � 1 and � < 0. The regular problem corresponding to a = b = � = 0 and

h � 1 has been considered on a regular bounded domain 
 by Tarantello [8]. She proved that,

for g 2 H�1 (
), the dual of H1
0 (
), not identically zero and satisfying a suitable condition,

the problem considered admits two distinct solutions.

Before formulating our results, we give some de�nitions and notation.

We denote by D1;20 = D1;20
�
Rkn f0g � RN�k

�
and H� = H�

�
Rkn f0g � RN�k

�
; the closure

of C10
�
Rkn f0g � RN�k

�
with respect to the norms

kuka;0 =
�Z

RN
jyj�2a jruj2 dx

�1=2
and

kuka;� =
�Z

RN

�
jyj�2a jruj2 � � jyj�2(a+1) juj2

�
dx

�1=2
,

respectively, with � < ��a;k = ((k � 2 (a+ 1)) =2)2 for k 6= 2 (a+ 1).
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From the Hardy-Sobolev-Maz�ya inequality, it is easy to see that the norm kuka;� is equiv-

alent to kuka;0.

Since our approach is variational, we de�ne the functional Ia;b;�;� on H� by

I (u) := Ia;b;�;� (u) := (1=2) kuk2a;� � (1=2�)
Z
RN

h jyj�2�b juj2� dx� �
Z
RN

gudx:

We say that u 2 H� is a weak solution of the problem (P) if it satis�es

D
I
0
(u) ; v

E
=

Z
RN

�
jyj�2arurv � � jyj�2(a+1) uv � h jyj�2�b juj2��2 uv � �gv

�
dx

= 0; for v 2 H�:

Here h:; :i denotes the product in the duality H0
�, H�.

Throughout this work, we consider the following assumptions:

(G) There exist �0 > 0 and �0 > 0 such that g (x) � �0; for all x in B (0; 2�0).

(H) lim
jyj�!0

h (y) = lim
jyj�!1

h (y) = h0 > 0; h (y) � h0, y 2 Rk.

Here, B(a; r) denotes the ball centered at a with radius r.

Under some su¢ cient conditions on coe¢ cients of equation of (1:1), we split N in two

disjoint subsets N + and N �, thus we consider the minimization problems on N + and N �

respectively.

Remark 3.1 Note thataAll solutions of (1:1), are nontrivial.

We shall state our main results:

Theorem 3.1 Assume that 3 � k � N , �1 < a < (k � 2) =2, 0 � � < ��a;k, and (G) holds,

then there exists �1 > 0 such that the problem (1:1), has at least one solution on H� for all

� 2 (0;�1).

Theorem 3.2 In addition to the assumptions of the Theorem 3:1, if (H) holds, then there

exists �2 > 0 such that the problem (1:1), has at least two solutions on H� for all � 2 (0;�2).

This paper is organized as follows. In Section 2, we give some preliminaries. Section 3 and

4 are devoted to the proofs of Theorems 3:1 and 3:2.
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3.2 Preliminaries

We list here a few integral inequalities. The �rst one that we need is the Hardy inequality with

cylindrical weights [7]. It states that

��a;k

Z
RN
jyj�2(a+1) v2dx �

Z
RN
jyj�2a jrvj2 dx; for all v 2 H�;

The starting point for studying (1:1), is the Hardy-Sobolev-Maz�ya inequality that is particular

to the cylindrical case k < N and that was proved by Maz�ya in [6]. It states that there exists

positive constant Ca;2� such that

Ca;2�

�Z
RN
jyj�2�b jvj2� dx

�2=2�
�
Z
RN

�
jyj�2a jrvj2 � � jyj�2(a+1) v2

�
dx;

for any v 2 C1c (
�
Rkn f0g

�
� RN�k).

Proposition 3.1 (see [6]). The value

S�;2� = S�;2� (k; 2�) := inf
v2H�nf0g

R
RN

�
jyj�2a jrvj2 � � jyj�2(a+1) v2

�
dx�R

RN jyj
�2�b jvj2� dx

�2=2� ; (3.1)

is achieved on H�, for 2 � k < N and � � ��a;k.

De�nition 3.1 Let c 2 R; E a Banach space and I 2 C1 (E;R).

(i) (un)n is a Palais-Smale sequence at level c ( in short (PS)c) in E for I if

I (un) = c+ on (1) and I
0
(un) = on (1) ,

where on (1) �! 0 as n �!1.

(ii) We say that I satis�es the (PS)c condition if any (PS)c sequence in E for I has a

convergent subsequence.
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3.2.1 Nehari manifold

It is well known that I is of class C1 in H� and the solutions of (1:1) are the critical points of

I which is not bounded below on H�. Consider the following Nehari manifold

N =
n
u 2 H�n f0g :

D
I
0
(u) ; u

E
= 0

o
,

Thus, u 2 N if and only if

kuk2a;� �
Z
RN

h jyj�2�b juj2� dx� �
Z
RN

gudx = 0: (3.2)

Note that N contains every nontrivial solution of the problem (1:1) Moreover, we have the

following results.

Lemma 3.1 The functional I is coercive and bounded from below on N .

Proof: If u 2 N , then by (4:2) and the Hölder inequality, we deduce that

I (u) = ((2� � 2) =2�2) kuk2a;� � � (1� (1=2�))
Z
RN

gudx (3.3)

� ((2� � 2) =2�2) kuk2a;� � � (1� (1=2�)) kuka;� kgkH0
�

� ��2C0,

where

C0 := C0

�
kgkH0

�

�
=
h
(2� � 1)2 =2�2 (2� � 2)

i
kgk2H0

�
> 0.

Thus, I is coercive and bounded from below on N .

De�ne

	� (u) =
D
I
0
(u) ; u

E
.
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Then, for u 2 N

D
	
0
� (u) ; u

E
= 2 kuk2a;� � 2�

Z
RN

h jyj�2�b juj2� dx� �
Z
RN

gudx (3.4)

= kuk2a;� � (2� � 1)
Z
RN

h jyj�2�b juj2� dx

= � (2� � 1)
Z
RN

gudx� (2� � 2) kuk2a;� .

Now, we split N in three parts:

N+ =
n
u 2 N :

D
	
0
� (u) ; u

E
> 0

o
; N 0 =

n
u 2 N :

D
	
0
� (u) ; u

E
= 0

o
;

and N� =
n
u 2 N :

D
	
0
� (u) ; u

E
< 0

o
.

We have the following results.

Lemma 3.2 Suppose that there exists a local minimizer u0 for I on N and u0 =2 N 0. Then,

I
0
(u0) = 0 in H

0
� .

Proof: If u0 is a local minimizer for I on N , then there exists � 2 R such that

D
I
0
(u0) ; '

E
= �

D
	
0
� (u0) ; '

E
for any ' 2 H�.

If � = 0, then the lemma is proved. If not, taking ' � u0 and using the assumption u0 2 N ,

we deduce

0 =
D
I
0
(u0) ; u0

E
= �

D
	
0
� (u0) ; u0

E
.

Thus, D
	
0
� (u0) ; u0

E
= 0,

which contradicts the fact that u0 =2 N 0.

Let be

�1 := (2� � 2) (2� � 1)�(2��1)=(2��2)
h
(h0)

�1 S�;2�

i2�=2(2��2)
kgk�1H0

�
. (3.5)
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Lemma 3.3 We have N 0 = ; for all � 2 (0;�1).

Proof: Let us reason by contradiction.

Suppose N 0 6= ; for some � 2 (0;�1). Then, by (3:4) and for u 2 N 0, we have

kuk2a;� = (2� � 1)
Z
RN

h jyj�2�b juj2� dx (3.6)

= � ((2� � 1) = (2� � 2))
Z
RN

gudx:

Moreover, by (G), the Hölder inequality and the Sobolev embedding theorem, we obtain

��
(h0)

�1 S�;2�

�2�=2
= (2� � 1)

�1=(2��2)
� kuka;� �

h
�
�
(2� � 1) kgkH0

�
= (2� � 2)

�i
. (3.7)

This implies that � � �1, which is a contradiction with the fact that � 2 (0;�1).

Thus N = N+ [N� for � 2 (0;�1).

De�ne

c := inf
u2N

I (u) ; c+ := inf
u2N+

I (u) and c� := inf
u2N�

I (u) .

For the sequel, we need the following Lemma.

Lemma 3.4 (i) If � 2 (0;�1), then one has c � c+ < 0.

(ii) If � 2 (0; (1=2)�1), then c� > C1, where

C1 = C1

�
�; S�;2� kgkH0

�

�
= ((2� � 2) =2�2) (2� � 1)2=(2��2) (S�;2�)2�=(2��2) +

� � (1� (1=2�)) (2� � 1)2=(2��2) kgkH0
�
.

Proof: (i) Let u 2 N+. By (3:4), we have

[1= (2� � 1)] kuk2a;� >
Z
RN

h jyj�2�b juj2� dx
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and so

I (u) = (�1=2) kuk2a;� + (1� (1=2�))
Z
RN

h jyj�2�b juj2� dx

< [(�1=2) + (1� (1=2�)) (1= (2� � 1))] kuk2a;�

= � ((2� � 2) =2�2) kuk2a;� ,

we conclude that c � c+ < 0.

(ii) Let u 2 N�. By (3:4), we get

[1= (2� � 1)] kuk2a;� <
Z
RN

h jyj�2�b juj2� dx.

Moreover, by Sobolev embedding theorem, we have

Z
RN

h jyj�2�b juj2� dx � (S�;2�)�2�=2 kuk2�a;� :

This implies

kuka;� > [(2� � 1)]
�1=(2��2) (S�;2�)

2�=2(2��2) ; for all u 2 N�:

By (3:3), we get

I (u) � ((2� � 2) =2�2) kuk2a;� � � (1� (1=2�)) kuka;� kgkH0
�
.

Thus, for all � 2 (0; (1=2)�1), we have I (u) � C1.

For each u 2 H�, we write

tm := tmax (u) =

"
kuka;�

(2� � 1)
R
RN h jyj

�2�b juj2� dx

#1=(2��2)
> 0.

Lemma 3.5 Let � 2 (0;�1). For each u 2 H�, one has the following:

(i) If
R
RN g (x)udx � 0; then there exists a unique t

� > tm such that t�u 2 N� and

I
�
t�u

�
= sup

t�0
I (tu) .
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(ii) If
R
RN g (x)udx > 0; then there exist unique t+ and t� such that 0 < t+ < tm < t�,

t+u 2 N+, t�u 2 N�,

I
�
t+u

�
= inf
0�t�tm

I (tu) and I
�
t�u

�
= sup

t�0
I (tu) .

Proof: With minor modi�cations, we refer to [5].

3.3 Proof of Theorem 3.1

For the proof we get, �rstly, the following results:

Proposition 3.2 (see [5])

(i) If � 2 (0;�1), then there exists a minimizing sequence (un)n in N such that

I (un) = c+ on (1) and I
0
(un) = on (1) in H

0
�, (3.8)

where on (1) tends to 0 as n tends to 1.

(ii) if � 2 (0; (1=2)�1), then there exists a minimizing sequence (un)n in N� such that

I (un) = c� + on (1) and I
0
(un) = on (1) in H

0
�.

Now, taking as a starting point the work of Tarantello [8], we establish the existence of a

local minimum for I on N+.

Proposition 3.3 If � 2 (0;�1), then I has a minimizer u1 2 N+ and it satis�es

(i) I (u1) = c = c+ < 0;

(ii) u1 is a solution of (1:1).
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Proof: (i) By Lemma 4:2; I is coercive and bounded below on N . We can assume that there

exists u1 2 H� such that

un * u1 weakly in H�; (3.9)

un * u1 weakly in L2�
�
RN ; jyj�2�b

�
,

un ! u1 a.e in RN .

Thus, by (3:8) and (3:9), u1 is a weak solution of (1:1) since c < 0 and I (0) = 0. Now, we show

that un converges to u1 strongly in H�. Suppose otherwise. Then ku1ka;� < lim infn�!1
kunka;� and

we obtain

c � I (u1) = ((2� � 2) =2�2) ku1k2a;� � � (1� (1=2�))
Z
RN

gu1dx

< lim inf
n�!1

I (un) = c:

We get a contradiction. Therefore, un converges to u1 strongly in H�. Moreover, we have

u1 2 N+. If not, then by Lemma 4:6, there are two numbers t+0 and t
�
0 , uniquely de�ned so

that t+0 u1 2 N+ and t�0 u1 2 N�. In particular, we have t+0 < t�0 = 1. Since

d

dt
I (tu1)jt=t+0 = 0 and

d2

dt2
I (tu1)jt=t+0 > 0;

there exists t+0 < t� � t�0 such that I
�
t+0 u1

�
< I (t�u1). By Lemma 4:6,

I
�
t+0 u1

�
< I

�
t�u1

�
< I

�
t�0 u1

�
= I (u1) ;

which is a contradiction.

3.4 Proof of Theorem 3:2

In this section, we establish the existence of a second solution of (1:1). For this, we require the

following Lemmas with C0 is given in (3:3).

Lemma 3.6 Assume that (G) holds and let (un)n � H� be a (PS)c sequence for I for some
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c 2 R with un * u in H�. Then, I
0
(u) = 0 and

I (u) � �C0�2.

Proof: It is easy to prove that I
0
(u) = 0, which implies that

D
I
0
(u) ; u

E
= 0, and

Z
RN

h jyj�2�b juj2� dx = kuk2a;� � �
Z
RN

gudx:

Therefore, we get

I (u) = ((2� � 2) =2�2) kuk2a;� � � (1� (1=2�))
Z
RN

gudx:

Using (3:3), we obtain that

I (u) � �C0�2.

Lemma 3.7 Assume that (G) holds and for any (PS)c sequence with c is a real number such

that c < c��: Then, there exists a subsequence which converges strongly.

Here c�� := ((2� � 2) =2�2) (h0)
�2=(2��2) (S�;2�)

2�=(2��2) � C0�2.

Proof: Using standard arguments, we get that (un)n is bounded in H�. Thus, there exist a

subsequence of (un)n which we still denote by (un)n and u 2 H� such that

un * u weakly in H�;

un * u weakly in L2�
�
RN ; jyj�2�b

�
.

un ! u a.e in RN .

Then, u is a weak solution of (1:1). Let vn = un � u, then by Brézis-Lieb [4], we obtain

kvnk2a;� = kunk
2
a;� � kuk

2
a;� + on (1) (3.10)
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and

Z
RN

h jyj�2�b jvnj2� dx =
Z
RN

h jyj�2�b junj2� dx�
Z
RN

h jyj�2�b juj2� dx+ on (1) . (3.11)

On the other hand, by using the assumption (H), we obtain

lim
n�!1

Z
RN

h (x) jyj�2�b jvnj2� dx = h0 lim
n�!1

Z
RN
jyj�2�b jvnj2� dx. (3.12)

Since I (un) = c+ on (1), I
0
(un) = on (1) and by (3:10), (3:11), and (3:12) we can deduce that

(1=2) kvnk2a;� � (1=2�)
Z
RN

h jyj�2�b jvnj2� dx = c� I (u) + on (1) ; (3.13)

kvnk2a;� �
Z
RN

h jyj�2�b jvnj2� dx = on (1) .

Hence, we may assume that

kvnk2a;� �! l;

Z
RN

h jyj�2�b jvnj2� dx �! l. (3.14)

Sobolev inequality gives kvnk2a;� � (S�;2�)
R
RN h jyj

�2�b jvnj2� dx. Combining this inequality

with (3:14), we get

l � S�;2�
�
l�1h0

��2=2� .
Either l = 0 or l � (h0)�2=(2��2) (S�;2�)2�=(2��2). Suppose that l � (h0)�2=(2��2) (S�;2�)2�=(2��2).

Then, from (3:13), (3:14) and Lemma 4:7, we get

c � ((2� � 2) =2�2) l + I (u) � c��,

which is a contradiction. Therefore, l = 0 and we conclude that un converges to u strongly in

H�.

Lemma 3.8 Assume that (G) and (H) hold. Then, there exist v 2 H� and �� > 0 such that
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for � 2 (0;��), one has

sup
t�0

I (tv) < c��;

In particular,

c� < c��, for all � 2 (0;��) .

Proof: Let '" be such that

'" (x) =

8>>>>>>><>>>>>>>:

!" (x) if g (x) � 0 for all x 2 RN

!" (x� x0) if g (x0) > 0 for x0 2 RN

�!" (x) if g (x) � 0 for all x 2 RN

where !" veri�es (3:1). Then, we claim that there exists "0 > 0 such that

�

Z
RN

g (x)'" (x) dx > 0 for any " 2 (0; "0) : (3.15)

In fact, if g (x) � 0 or g (x) � 0 for all x 2 RN , (3:15) obviously holds. If there exists x0 2 RN

such that g (x0) > 0, then by the continuity of g (x), there exists � > 0 such that g (x) > 0 for

all x 2 B (x0; �). Then by the de�nition of !" (x� x0), it is easy to see that there exists an "0
small enough such that

�

Z
RN

g (x)!" (x� x0) dx > 0, for any " 2 (0; "0) :

Now, we consider the following functions

f (t) = I (t'") and ~f (t) =
�
t2=2

�
k'"k2a;� �

�
t2�=2�

� Z
RN

h jyj�2�b j'"j2� dx.

Then, we get for all � 2 (0;�1)

f (0) = 0 < c��:

37



By the continuity of f , there exists t0 > 0 small enough such that

f (t) < c��, for all t 2 (0; t0) :

On the other hand, we have

max
t�0

~f (t) = ((2� � 2) =2�2) (h0)�2=(2��2) (S�;2�)2�=(2��2) .

Then, we obtain

sup
t�0

I (t'") < ((2� � 2) =2�2) (h0)�2=(2��2) (S�;2�)2�=(2��2) � �t0
Z
RN

g'"dx:

Now, taking � > 0 such that

��t0
Z
RN

g'"dx < �C0�2,

and by (3:15), we get

0 < � < (t0=C0)

�Z
RN

g'"

�
, for " << "0.

Set

�� = min

�
�1; (t0=C0)

�Z
RN

g'"

��
.

We deduce that

sup
t�0

I (t'") < c��; for all � 2 (0;��) : (3.16)

Now, we prove that

c� < c��; for all � 2 (0;��) :

By (G) and the existence of  n satisfying (3:1), we have

�

Z
RN

g ndx > 0:
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Combining this with Lemma 4:6 and from the de�nition of c� and (3:16), we obtain that there

exists tn > 0 such that tn n 2 N� and for all � 2 (0;��),

c� � I (tn n) � sup
t�0

I (t n) < c��.

Now we establish the existence of a local minimum of I on N�.

Proposition 3.4 There exists �2 > 0 such that for � 2 (0;�2), the functional I has a mini-

mizer u2 in N� and satis�es

(i) I (u2) = c�;

(ii) u2 is a solution of (1:1) in H�, where �2 = min f(1=2)�1;��g with �1 de�ned as in

(3:5) and �� de�ned as in the proof of Lemma 3:8.

Proof: By Proposition 4:1 (ii), there exists a (PS)c� sequence for I, (un)n in N� for all

� 2 (0; (1=2)�1). From Lemmas 3:7; 3:8 and 4:5 (ii), for � 2 (0;��), I satis�es (PS)c�

condition and c� > 0. Then, we get that (un)n is bounded in H�. Therefore, there exist a

subsequence of (un)n still denoted by (un)n and u2 2 N� such that un converges to u2 strongly

in H� and I (u2) = c� for all � 2 (0;�2). Finally, by using the same arguments as in the proof

of the Proposition 4:2, for all � 2 (0;�1), we have that u2 is a solution of (1:1).

Now, we complete the proof of Theorem 3:2. By Propositions 4:2 and 3:4, we obtain that

(1:1) has two solutions u1 and u2 such that u1 2 N+ and u2 2 N�. Since N+ \ N� = ;, this

implies that u1 and u2 are distinct.
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Chapter 4

On nonhomogeneous singular elliptic

systems involving a singular weakly

coupled potential and the

Ca¤arelli-Kohn-Nirenberg critical

exponent

In this paper, we are interested in the existence and multiplicity results of nontrivial solutions

to nonhomogeneous singular elliptic systems involving a singular weakly coupled potential and

the Ca¤arelli-Kohn-Nirenberg critical exponent (S�1;�2) : With the help of the Nehari manifold

and under su¢ cient conditions on the parameters �1 and �2, we prove some existence results.
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4.1 Introduction

This paper deals with the existence and multiplicity of nontrivial solutions to the following

system (S�1;�2)8>>><>>>:
�div

�
jxj�2aru

�
� � jxj�2(a+1) u = (�+ 1) jxj�2�b juj��1 u jvj�+1 + �1f1 in 


�div
�
jxj�2arv

�
� � jxj�2(a+1) v = (� + 1) jxj�2�b juj�+1 jvj��1 v + �2f2 in 


u = v = 0 on @
,

where 
 is a bounded regular domain in RN (N � 3) containing 0 in its interior, �1 <

a < (N � 2) =2; a � b < a + 1; 2� = 2N= (N � 2 + 2 (b� a)) is the critical Ca¤arelli-Kohn-

Nirenberg exponent, �1 < � < ��a := ((N � 2 (a+ 1)) =2)2 ; �; � are positive real such that

�+ � = 2� � 2; �1; �2 are real parameters and f1, f2 are functions de�ned on �
.

The degeneracy and singularity occur in the system (S�1;�2), thus standard variational

methods do not apply.

In recent years much attention has been paid to the existence of nontrivial solutions for

problems (Pa;�;�) of the type8<: �div
�
jxj�2aru

�
� � jxj�2(a+1) u = h (x) jxj�2�b juj2��2 u+ �f (x) in 


u = 0 on @
.

Wang and Zhou [10] have proved that (P0;�;1), for h (x) � 1 and a = 0, has at least two

distinct solutions when 0 � � < ��0 := ((N � 2) =2)2 and under some su¢ cient conditions on f .

In [2], Bouchekif and Matallah have showed the existence of two nontrivial solutions of (Pa;�;�)

when 0 < � � ��a, �1 < a < (N � 2) =2, a � b < a+1, � 2 (0;��) with �� a positive constant

and under some appropriate conditions on functions f and h.

Many existence results are available for regular systems which derive from potential, we

quote for example [1] and [6]. However, to our knowledge there are few results for singular

systems, we can cite for example [8].

By H� := H� (
), we denote the completion of the space C10
�
RN
�
with respect to the norm

kuk�;a =
�Z




�
jxj�2a jruj2 � � jyj�2(a+1) juj2

�
dx

�1=2
, for �1 < � < ��a.
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Using the Hardy inequality, this norm is equivalent to kuk0;a. More explicitly, we have

(1�max (�; 0) =��a)1=2 kuk0;a � kuk�;a � (1�min (�; 0) =��a)
1=2 kuk0;a .

The space H := H� �H� is endowed with the norm

k(u; v)k�;a =
�
kuk2�;a + kvk

2
�;a

�1=2
.

Since our approach is variational, we de�ne the functional J := J�1;�2 on H by

J (u; v) := (1=2) k(u; v)k2�;a � P (u; v)�Q (u; v) ,

where

P (u; v) :=

Z


juj�+1 jvj�+1 jxj�2�b dx and Q (u; v) :=

Z


(�1f1u+ �2f2v) dx:

A couple (u; v) 2 H is a weak solution of the system (S�1;�2) if it satis�es

D
J
0
(u; v) ; ('; )

E
:= R (u; v) ('; )� S (u; v) ('; )� T (u; v) ('; ) = 0; for all ('; ) 2 H;

with

R (u; v) ('; ) : =

Z



�
jxj�2a (rur'+rvr )� � jxj�2(a+1) (u'+ v )

�
S (u; v) ('; ) : =

Z


jxj�2�b

h
(�+ 1) juj� jvj�+1 '+ (� + 1) juj�+1 jvj�  

i
T (u; v) ('; ) : =

Z


(�1f1'+ �2f2 ) :

Here h:; :i denotes the product in the duality H0
, H.

Let

S� := inf
u2H�nf0g

kuk2�;a�R

 jxj

�2�b juj2� dx
�2=2�
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and

~S� := inf
(u;v)2Hnf(0;0)g

k(u; v)k2�;a�R

 juj

�+1 jvj�+1 jxj�2�b dx
�2=2� .

From [7], S� is achieved.

Lemma 4.1 Let 
 be a domain (not necessarily bounded), �1 < � < ��a and �+ � � 2� � 2.

Then we have

~S� :=

"�
�+ 1

� + 1

�(�+1)=2�
+

�
� + 1

�+ 1

�(�+1)=2�#
S�:

For simplicity of writing, let us note the quantity
��

�+1
�+1

�(�+1)=2�
+
�
�+1
�+1

�(�+1)=2��
by K (�; �).

Proof: The proof is essentially given in [1] with minor modi�cations.

In our work, we research the critical points as the minimizers of the energy functional

associated to the problem (S�1;�2) on the constraint de�ned by the Nehari manifold, which are

solutions of our system, under some su¢ cient conditions on the parameters �, �, �, �1 and �2.

Let �0 be positive number such that

�0 := 2� (2� � 2) [2� (2� � 1)]�
(2��1)
(2��2) [K (�; �)]

2�
2(2��2) (S�)

2�
2(2��2) :

Then, we obtain the following results.

Theorem 4.1 Let be f1; f2 2 H
0
� (dual of H�) : Assume that �1 < a < (N � 2) =2, �1 <

� < ��a, �+�+2 = 2� and �1, �2 real parameters satisfying 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< �0;

then (S�1;�2) has at least one solution.

Theorem 4.2 In addition to the assumptions of the Theorem 4:1, �1, �2 verifying 0 < j�1j kf1kH0
�
+

j�2j kf2kH0
�
< (1=2)�0; then (S�1;�2) has at least two nontrivial solutions.

This paper is organized as follows. In Section 2, we give some preliminaries. Section 3 is

devoted to the proofs of Theorems 4:1 and 4:2.
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4.2 Preliminaries

We list here a few integral inequalities. The �rst one that we need is the Ca¤arelli-Kohn-

Nirenberg inequality [4], which ensures the existence of a positive constant Ca;b such that

�Z
RN
jxj�2�b jvj2� dx

�2=2�
� Ca;b

Z
RN
jxj�2a jrvj2 dx; for all v 2 C10

�
RN
�
. (4.1)

In (4:1), as b = a+ 1, then 2� = 2 and we have the following weighted Hardy inequality [5]:Z
RN
jxj�2(a+1) v2dx � 1

��a

Z
RN
jxj�2a jrvj2 dx; for all v 2 C10

�
RN
�
:

De�nition 4.1 Let c 2 R; E a Banach space and I 2 C1 (E;R).

(i) (un; vn)n is a Palais-Smale sequence at level c ( in short (PS)c) in E for I if

I (un; vn) = c+ on (1) and I
0
(un; vn) = on (1) ,

where on (1) tends to 0 as n goes at in�nity.

(ii) We say that I satis�es the (PS)c condition if any (PS)c sequence in E for I has a

convergent subsequence.

4.2.1 Nehari manifold

It is well known that J is of class C1 in H and the solutions of (S�1;�2) are the critical points

of J which is not bounded below on H. Consider the following Nehari manifold

N =
n
(u; v) 2 Hnf0; 0g :

D
J
0
(u; v) ; (u; v)

E
= 0

o
.

Thus, (u; v) 2 N if and only if

k(u; v)k2�;a � 2�P (u; v)�Q (u; v) = 0. (4.2)

Note that N contains every nontrivial solution of the problem (S�1;�2). Moreover, we have the

following results.
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Lemma 4.2 J is coercive and bounded from below on N .

Proof: If (u; v) 2 N , then by (4:2), the Hölder and Young inequalities, we deduce that

(4.3)

J (u; v) = ((2� � 2) =2�2) k(u; v)k2�;a � (1� (1=2�))Q (u; v)

� ((2� � 2) =2�2) k(u; v)k2�;a

� (1� (1=2�))
�
j�1j kf1kH0

�
+ j�2j kf2kH0

�

�
k(u; v)k�;a

� �C0,

where

C0 : = C0

�
�1; �2, kf1kH0

�
; kf2kH0

�

�
=

h
2 (2� � 1)2 =2� (2� � 2)

i �
j�1j kf1kH0

�
+ j�2j kf2kH0

�

�2
> 0.

Thus, J is coercive and bounded from below on N .

De�ne

� (u; v) =
D
J
0
(u; v) ; (u; v)

E
.

Then, for (u; v) 2 N

(4.4)D
�
0
(u; v) ; (u; v)

E
= 2 k(u; v)k2�;a � (2�)

2 P (u; v)�Q (u; v)

= k(u; v)k2�;a � 2� (2� � 1)P (u; v) (4.5)

= (2� � 1)Q (u; v)� (2� � 2) k(u; v)k2�;a .

Now, we split N in three parts:

N+ =
n
(u; v) 2 N :

D
�
0
(u; v) ; (u; v)

E
> 0

o
; N 0 =

n
(u; v) 2 N :

D
�
0
(u; v) ; (u; v)

E
= 0

o
;

and N� =
n
(u; v) 2 N :

D
�
0
(u; v) ; (u; v)

E
< 0

o
:
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We have the following results.

Lemma 4.3 Suppose that (u0; v0) is a local minimizer for J on N . Then, if (u0; v0) =2 N 0,

(u0; v0) is a critical point of J .

Proof: If (u0; v0) is a local minimizer for J on N , then (u0; v0) is a solution of the optimization

problem

min
f(u;v)= �(u;v)=0g

J (u; v) :

Hence, there exists a Lagrange multipliers � 2 R such that

J
0
(u0; v0) = ��

0
(u0; v0) in H

0
(dual of H)

Thus, D
J
0
(u0; v0) ; (u0; v0)

E
= �

D
�
0
(u0; v0) ; (u0; v0)

E
,

But
D
�
0
(u0; v0) ; (u0; v0)

E
6= 0, since (u0; v0) =2 N 0. Hence � = 0. This completes the proof.

Lemma 4.4 There exists a positive number �0 such that, for all �1, �2 verifying

0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< �0;

we have N 0 = ;.

Proof: Let us reason by contradiction.

Suppose N 0 6= ; such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< �0. Then, by (4:4) and for

(u; v) 2 N 0, we have

k(u; v)k2�;a = 2� (2� � 1)P (u; v) (4.6)

= ((2� � 1) = (2� � 2))Q (u; v) .
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Moreover, by the Hölder inequality and the Sobolev embedding theorem, we obtain

k(u; v)k�;a � [K (�; �)]
2�

2(2��2) (S�)
2�

2(2��2) [2� (2� � 1)]
�1

(2��2) (4.7)

and

k(u; v)k�;a �
h�
(2� � 1)

�
j�1j kf1kH0

�
+ j�2j kf2kH0

�

�
(2� � 2)�1

�i
. (4.8)

From (4:7) and (4:8), we obtain j�1j kf1kH0
�
+ j�2j kf2kH0

�
� �0, which contradicts our

hypothesis.

Thus N = N+ [N�. De�ne

c := inf
u2N

J (u; v) ; c+ := inf
u2N+

J (u; v) and c� := inf
u2N�

J (u; v) :

For the sequel, we need the following Lemma.

Lemma 4.5 (i) For all �1; �2 such that 0 < j�1j kf1kH0
�
+j�2j kf2kH0

�
< �0, one has c � c+ < 0.

(ii) For all �1; �2 such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< (1=2)�0, one has

c� > C1 = C1

�
�1; �2; S�; kf1kH0

�
; kf2kH0

�

�
,

where

C1 : = ((2� � 2) =2�2) [2� (2� � 1)]�2=(2��2) [K (�; �)]2�=(2��2) (S�)2�=(2��2) +

� ((2� � 2) =2�)
�
j�1j kf1kH0

�
+ j�2j kf2kH0

�

�
.

Proof: (i) Let (u; v) 2 N+. By (4:4), we have

[1=2� (2� � 1)] k(u; v)k2�;a > P (u; v)

and so

J (u; v) = (�1=2) k(u; v)k2�;a + (2� � 1)P (u; v)

< � ((2� � 1) =2�2) k(u; v)k2�;a :
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We conclude that c � c+ < 0.

(ii) Let (u; v) 2 N�. By (4:4), we get

[1=2� (2� � 1)] k(u; v)k2�;a < P (u; v) .

Moreover, by Sobolev embedding theorem, we have

P (u; v) � [K (�; �)]�2�=2 (S�)�2�=2 k(u; v)k2��;a :

This implies

k(u; v)k�;a > [2� (2� � 1)]
�1

(2��2) [K (�; �)]
2�

2(2��2) (S�)
2�

2(2��2) , for all u 2 N�. (4.9)

By (4:3), we get

J (u; v) � ((2� � 2) =2�2) k(u; v)k2�;a � (1� (1=2�))
�
j�1j kf1kH0

�
+ j�2j kf2kH0

�

�
k(u; v)k�;a :

Thus, for all �1; �2 such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< (1=2)�0, we have J (u; v) � C1.

For each (u; v) 2 H, we write

tm := tmax (u; v) =

"
k(u; v)k�;a

2� (2� � 1)
R

 juj

�+1 jvj�+1 jxj�2�b dx

#1=(2��2)
> 0.

Lemma 4.6 Let �1; �2 such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< �0. For each (u; v) 2 H, one

has the following:

(i) If Q (u; v) � 0; then there exists a unique t� > tm such that (t�u; t�v) 2 N� and

J
�
t�u; t�v

�
= sup

t�0
(tu; tv) .

(ii) If Q (u; v) > 0; then there exist unique t+ and t� such that 0 < t+ < tm < t�,
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(t+u; t+v) 2 N+, (t�u; t�v) 2 N�,

J
�
t+u; t+v

�
= inf
0�t�tm

J (tu; tv) and J
�
t�u; t�v

�
= sup

t�0
J (tu; tv) .

Proof: With minor modi�cations, we refer to [3].

Taking the idea of the work of Brown-Zhang [3], we prove the following result

Proposition 4.1 (i) For all �1; �2 such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< �0, there exists

a (PS)c+ sequence in N+.

(ii) For all �1; �2 such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< (1=2)�0, there exists a (PS)c�

sequence in N�.

4.3 Proof of Theorem 4.1

Drawing on the works of [3] and [9], we establish the existence of a local minimum for J on

N+.

Proposition 4.2 For all �1; �2 such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< �0, the functional

J has a minimizer
�
u+0 ; v

+
0

�
2 N+ and it satis�es

(i) J
�
u+0 ; v

+
0

�
= c = c+;

(ii)
�
u+0 ; v

+
0

�
is a nontrivial solution of (S�1;�2).

Proof: If 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< �0, then by Proposition 4:1 (i) there exists a

(un; vn)n (PS)c+ sequence in N+, thus it bounded by Lemma 4:2. Then, there exists
�
u+0 ; v

+
0

�
2

H and we can extract a subsequence which will denoted by (un; vn)n such that

(un; vn) *
�
u+0 ; v

+
0

�
weakly in H (4.10)

(un; vn) *
�
u+0 ; v

+
0

�
weakly in

�
L2�

�

; jxj�2�b

��2
un ! u+0 a.e in 
,

vn ! v+0 a.e in 
.
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Thus, by (4:10),
�
u+0 ; v

+
0

�
is a weak nontrivial solution of (S�1;�2). Now, we show that (un; vn)

converges to
�
u+0 ; v

+
0

�
strongly in H. Suppose otherwise. By the lower semi-continuity of the

norm, then either
u+0 �;a < lim infn�!1

kunk�;a or
v+0 �;a < lim infn�!1

kvnk�;a and we obtain

c � J
�
u+0 ; v

+
0

�
= ((2� � 2) =2�2)

�u+0 ; v+0 �2�;a � (1� (1=2�))Q �u+0 ; v+0 �
< lim inf

n�!1
J (un; vn) = c:

We get a contradiction. Therefore, (un; vn) converge to
�
u+0 ; v

+
0

�
strongly in H. Moreover, we

have
�
u+0 ; v

+
0

�
2 N+. If not, then by Lemma 4:6, there are two numbers t+0 and t

�
0 , uniquely

de�ned so that
�
t+0 u

+
0 ; t

+
0 v

+
0

�
2 N+ and

�
t�u+0 ; t

�v+0
�
2 N�. In particular, we have t+0 <

t�0 = 1. Since
d

dt
J
�
tu+0 ; tv

+
0

�
�t=t+0

= 0 and
d2

dt2
J
�
tu+0 ; tv

+
0

�
�t=t+0

> 0;

there exists t+0 < t� � t�0 such that J
�
t+0 u

+
0 ; t

+
0 v

+
0

�
< J

�
t�u+0 ; t

�v+0
�
. By Lemma 4:6, we get

J
�
t+0 u

+
0 ; t

+
0 v

+
0

�
< J

�
t�u+0 ; t

�v+0
�
< J

�
t�0 u

+
0 ; t

�
0 v

+
0

�
= J

�
u+0 ; v

+
0

�
;

which is a contradiction.

4.4 Proof of Theorem 4.2

Next, we establish the existence of a local minimum for J on N�. For this, we require the

following Lemma.

Lemma 4.7 For all �1; �2 such that 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< (1=2)�0, the functional

J has a minimizer
�
u�0 ; v

�
0

�
in N� and it satis�es

(i) J
�
u�0 ; v

�
0

�
= c� > 0;

(ii)
�
u�0 ; v

�
0

�
is a nontrivial solution of (S�1;�2) in H.

Proof: If 0 < j�1j kf1kH0
�
+ j�2j kf2kH0

�
< (1=2)�0, then by Proposition 4:1 (ii) there exists a

(un; vn)n, (PS)c� sequence inN�, thus it bounded by Lemma 4:2. Then, there exists
�
u�0 ; v

�
0

�
2
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H and we can extract a subsequence which will denoted by (un; vn)n such that

(un; vn) *
�
u�0 ; v

�
0

�
weakly in H

(un; vn) *
�
u�0 ; v

�
0

�
weakly in

�
L2�

�

; jxj�2�b

��2
un ! u�0 a.e in 


vn ! v�0 a.e in 
:

This implies

P (un; vn)! P
�
u�0 ; v

�
0

�
, as n!1.

Moreover, by (4:4) we obtain

P (un; vn) > [2� (2� � 1)]�1 kun; vnk2�;a , (4.11)

thus, by (4:7) and (4:11) there exists a positive number

C2 := [12� (2� � 1)]�2�=(2��2) [K (�; �)]
2�

(2��2) (S�)
2�

(2��2) ;

such that

P (un; vn) > C2. (4.12)

This implies that

P
�
u�0 ; v

�
0

�
� C2:

Now, we prove that (un; vn)n converges to
�
u�0 ; v

�
0

�
strongly in H. Suppose otherwise. Then,

either
u�0 �;a < lim infn�!1

kunk�;a or
v�0 �;a < lim infn�!1

kvnk�;a. By Lemma 4:6 there is a unique

t�0 such that
�
t�0 u

�
0 ; t

�
0 v

�
0

�
2 N�. Since

(un; vn) 2 N�; J (un; vn) � J (tun; tvn) , for all t � 0;

we have

J
�
t�0 u

�
0 ; t

�
0 v

�
0

�
< lim
n�!1

J
�
t�0 un; t

�
0 vn

�
� lim
n�!1

J (un; vn) = c�;
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and this is a contradiction. Hence,

(un; vn)n !
�
u�0 ; v

�
0

�
strongly in H.

Thus,

J (un; vn) converges to J
�
u�0 ; v

�
0

�
= c� as n tends to +1.

By (4:12) and Lemma 4:3, we may assume that
�
u�0 ; v

�
0

�
is a solution of (S�1;�2).

Now, we complete the proof of Theorem 4:2. By Propositions 4:2 and Lemma 4:7, we

obtain that (S�1;�2) has two nontrivial solutions
�
u+0 ; v

+
0

�
2 N+ and

�
u�0 ; v

�
0

�
2 N�. Since

N+ \N� = ;, this implies that
�
u+0 ; v

+
0

�
and

�
u�0 ; v

�
0

�
are distinct.
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Perspectives

A) Badiale et al. [3], showed that the problem

(P�;)

8>>><>>>:
��u� � jyj�� u = juj�2 u in RN ;

y 6= 0

u � 0,

does not admit solutions in the region A = A1 [ A2 [ A3 where

A1 : =
�
(�; ) 2 R2 : � 2 (0; 2) ;  =2 (2�; 2�) ;  � 2

	
n f(2; 2�)g ,

A2 : =
�
(�; ) 2 R2 : � 2 (2; N) ;  =2 (2�; 2�) ;  � 2

	
,

A3 : =
�
(�; ) 2 R2 : � 2 [N;+1);  2 [2; 2�]

	
,

with 2� := 2N= (N � �)

Thus, if one considers the perturbed problem

(P�;;�)

8>>><>>>:
��u� � jyj�� u = juj�2 u+ �g (x) in RN ;

y 6= 0

u � 0,

to �nd the necessary assumptions that it is to pose on the parameters �; ; � and the function

g so that one has solutions in the region A?.
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B) We consider the following problem

(P�;�;�)

8<: �div
�
jxj� jrujp�2ru

�
= jxj� up(�;�)�1 + �uq�1 in 


0 < u 2 H1;p
0 (
) ;

where 
 is a bounded domain in RN (N � 3) ; 1 < p < N; 0 � q < 2 � p < p (�; �) =

p (N + �) = (N � p+ �) with p (�; �) < p� � 2 = [pN= (N � p)]� 2.

The problem (P�;�;0) has been sdudied by Thomas et al. [24]. They have obtained existence

and nonexistence results.

The main perspective here is that the possibility of to prove the nonexistence result and the

existence at least four positive solutions for (P�;�;�) by exploiting a Pohozaev-type identity, the

Nehari manifold and the mountain pass theorem as in [26].
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