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Notation

Symbols Definition

x = (x1, x2, x3, .., xN) Element of RN

|x|=
√

(x21 + x22 + x23 + ..+ x2N) Norm of x

∇u =
(

∂u
∂x1
, ∂u
∂x2
, . . . , ∂u

∂xN

)

The gradient of u

∆u =
∑N

i=1
∂2u
∂x2i

The Laplacian of u

q Conjugate exponent of p, 1
p
+ 1

q
= 1

m
′

Conjugate exponent of m, 1
m
+ 1

m
′ = 1

mes(A) = |A| Lebesgue measure of A ⊂ R
N

||u||s Norm of u in Ls(Ω)
||u||X Norm of u in the space X
X

′
The dual space of X

s∗ = Ns
N−s

Critical Sobolev exponent
Ω Non-empty bounded open set of RN

∂Ω Boundary of Ω
f+ f+ = max(f, 0)

iv
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Symbols Definition

⟨·, ·⟩ or (·, ·) The scalar product in R
N

C(Ω) or C0(Ω) Space of continuous function on Ω
C0(Ω) Space of continuous function on Ω with compact

support
Ck(Ω) Set of function on Ω, for which the k-th partial

derivatives are continuous
Ck

0 (Ω) Space of Ck(Ω) with compact support
C∞(Ω) Space of infinitely differentiable functions on Ω
C∞

0 (Ω) Space of C∞(Ω) with compact support
Lp(Ω)

{

u : Ω → R
N |u measurable ,

∫

Ω
|u|p <∞

}

; 1 ≤ p <∞
L∞(Ω) {u : Ω → R

N |u measurable , ∃C, such that
|u| ≤ C, ∀x ∈ Ω} ; 1 ≤ p <∞

Lq(Ω) Dual space of Lp(Ω)
W k,p(Ω) Sobolev space , with derivatives up to order k

in Lp(Ω)

W k,p
0 (Ω) Sobolev space , with zero trace

W−k,q(Ω) Dual space of W k,p
0 (Ω)



Introduction

Elliptic differential equations in bounded domains under different boundary condi-
tions are used to describe many engineering or physical phenomena and play a role in
modeling in applied sciences. A large number of these models are often written in the
form of a Dirichlet boundary value problem of the type

{

L[u] = f(u) in Ω,

u = 0 on ∂Ω ,

where Ω is non empty bounded open set in R
N , f is a real value function, and L is a

quasilinear elliptic operator.
In the literature, some classical tools have been used to study these problems: the fixed
point theorems [15], the method of upper and lower solutions [35], the theory of mixed
monotone operators [23], the a priori estimation method with Leray-Schauder fixed point
theorem [36].
Another very powerful tool in the study of partial differential equations is the variational
method. This method consists of seeking the solutions to an elliptic PDE as a critical
points of a functional J defined on appropriately chosen functional space. The solutions
obtained in this manner are called weak solutions or sometimes solutions in the sense of
duality.
The study of elliptic equations, by variational methods, have received wide attention in
recent years. This is due to the fact that they have many applications to a various range
of phenomena including elastic mechanics [38], electro-rheological and thermo-rheological
viscous flows of non-Newtonian fluids [6], image restoration [19] and mathematical biol-
ogy [21].

The aim of the present work is to apply a variational approach for elliptic problems
by using Three critical points Theorem of Ricceri.

Presentation

This work consists of three chapters organized as follows :
Chapter 1 :

Within this chapter, we provide a brief review of functional analysis principles perti-
nent to Sobolev spaces, follow by an exposition of some elements of convergence criteria
with some properties of the p-Laplacian operator.
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Chapter 2 :

In this chapter, we start by recalling the basic tools to introduce variational methods
then we give an overview of these methods and the different existence and multiplicity
results for problems having a variational structure, in particular The Three critical point
theorem of Ricceri and its variants.

Chapter 3 :

In this chapter, we focus on studying the existence and multiplicity of solutions to
two elliptic boundary value problems using variational method based on " Three Critical
Points Theorem" of Ricceri.
We list here the first Dirichlet problem studies involving the p-Laplacian defined such
that:

{

−∆(u) = λ0(f(u) + µg(u)) in Ω

u = 0 on ∂Ω

where :

• Ω is non empty bounded open set in R
N(N ≥ 2) with smooth boundary ∂Ω, δ > 0,

µ ∈ [−δ, δ], λ0 is a positive real parameter.

• ∆(u) = div(∇u) is the Laplacian operator.

• f, g : R → R are a continuous, differentiable and carathéodory functions, verifying
other hypotheses presented in the chapter.

The next problem is the following Dirichlet boundary system involving (p, q)-Laplacian :










∆p(u) + λf(x, u, v) = a(x)|u|p−2 u in Ω

∆q(v) + λg(x, u, v) = b(x)|v|q−2 v in Ω

u = v = 0 on ∂Ω

where :

• Ω is non empty bounded open set in R
N(N ≥ 2) with smooth boundary ∂Ω , p,q

> N , λ is a positive real parameter

• ∆p(u) = div(|∇u|p−2∇u) is the p-Laplacian operator.

• f, g : Ω× R2 → R are a continuous and differentiable functions, satisfying some
supplementary hypotheses presented in the chapter.

• a and b are two positives weight functions such that a, b in C(Ω).

Finally, we achieve our work by a general conclusion.



Chapter 1

Background

In this chapter, we review some foundational concepts that we use in our study.
This concepts are typically covered in some works such as H.Brezis [16], or R.A.Adamas
[1], O.Kavian [22].

1.1 Operators on Banach spaces

1.1.1 Definitions and properties

Definition 1.1.1 (Reflexive space). Let E be a Banach space, and E∗ is the dual space
with the norm

||f ||E∗ = sup
x∈E

||x||E≤1

|⟨f, x⟩| .

The bidual E∗∗ is the dual of E∗ with the norm :

||g||E∗∗ = sup
f∈E∗

||f ||E∗≤1

|⟨g, f⟩| .

We define a canonical injection J : E → E∗∗ as follows : given x ∈ E fixed, f 7→ ⟨f, x⟩
from E∗ to R constitutes a continuous linear form on E∗, i.e an element of E∗∗ denoted
by Jx. Thus

⟨Jx, f⟩E∗∗,E∗ = ⟨f, x⟩E∗,E ∀x ∈ E, ∀f ∈ E∗.

J is an isometry, that’s means

||Jx||E∗∗ = ||x||E ∀x ∈ E,

and we have that J is linear, in fact

||Jx||E∗∗ = sup
f∈E∗

||f ||E∗≤1

|⟨Jx, f⟩| = sup
f∈E∗

||f ||∗
E

≤1

|⟨f, x⟩| = ||x||E.

When J is surjective, we say that E is a reflexive space.

Definition 1.1.2 (Separable space ). The Banach space E is separable if there exists
a subset D of E that is countable and dense within E.

Definition 1.1.3 (Compact Operator). Let E and F be two Banach spaces, and let
A : E → F be a continuous operator (not necessarily linear).

4
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We say that A is a compact operator if the image of every bounded set in E under A is
relatively compact in F .
In other words, if (un)n ⊂ E is a bounded sequence, then the sequence (vn = A(un))n ⊂ F
has a convergent subsequence in F .

Proposition We recall the following definitions.
Let E be a reflexive Banach space, E∗ is its dual space.

• Operator T : E → E∗ is called monotone if

⟨Tu− Tv, u− v⟩ ≥ 0 ∀u, v ∈ E. (1.1)

• Operator T is called Strictly monotone if

⟨Tu− Tv, u− v⟩ > 0 u ̸= v. (1.2)

• Operator T is hemicontinuous

lim
t→0

< T (u+ tv), w >=< Tu,w > ∀u, v, w ∈ E. (1.3)

• Operator T is Coercive

lim
||u||→∞

⟨Tu, u⟩
||u|| = +∞. (1.4)

Definition 1.1.4. (Linear form)
Let f : E → R. We say that f is a linear form on E if and only if:

∀u, v ∈ E, ∀α, β ∈ R : f(αu+ βv) = αf(u) + βf(v).

Definition 1.1.5. (Bilinear Form)
Let a : E × E → R. We say that a is a bilinear form on E if for every fixed u ∈ E, the
following mappings are linear:

a(u, ·) : v ∈ E → a(u, v) ∈ R,

a(·, u) : v ∈ E → a(v, u) ∈ R,

Recall that if a is a continuous bilinear form on E, then there exists c > 0 such that

|a(u, v)| ≤ c∥u∥E∥v∥E ∀u, v ∈ E.

Definition 1.1.6. (Coercive Bilinear Form)
Let V be a Hilbert space and a a bilinear form on V . a is coercive on V if there exists
α > 0 such that

a(u, u) ≥ α∥u∥2V ∀u ∈ V.

Theorem 1.1 ([37],Theroem 26 A ). Let A : X → X∗ be a monotone , coercive and
hemicontinuous operator on the real ,separable , reflexive Banach space X.Then

• If A is strictly monotone, then the inverse operator A−1 exist. This operator is
strictly monotone , semicontinuous and bounded.

• if A is strictly monotone, then A−1 is continuous.

• A is strongly monotone, then A−1 is Lipschitz continuous.
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1.1.2 Some convergence results

Definition 1.1.7 (Weak convergence ). Let E be a Banach space, and E∗ is the dual
space and < ., . > the duality Bracket on E × E∗.
We say that the sequence (xn)n in E weakly convergence to x ∈ E if :

< f, xn > → < f, x > ∀f ∈ E∗,

and we write :

xn ⇀
n→ +∞ x weakly in E.

Theorem 1.2. Let E be a Banach space, E∗ is the dual space, let (xn)n be a sequence in E.

• if xn ⇀
n→ +∞ x (weakly in E), we have :

{

∃k > 0, ∀n ∈ N : ||xn||E≤ k

||x||E≤ limn→+∞ ||xn||E.

• if xn →
n→ +∞ x (Strongly in E ), so we have : xn ⇀

n→ +∞ x weakly in E.

Theorem 1.3. Let E be a reflexive Banach space , and let (xn)n be a bounded sequences
in E so there exists a subsequence (xσ(n)) of (xn)n, and x ∈ E, such that

xσ(n) ⇀
n→ +∞ x weakly in E.

If every subsequence converges weakly to the same limit x, then :

xn ⇀
n→ +∞ x weakly in E.
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1.2 Sobolev Spaces

Sobolev spaces play a fundamental role in variational calculus. They owe their name
to the Russian mathematician Sergei Lvovitch Sobolev (1908-1989). It is therefore wise
to give a brief presentation before discussing variational methods. We start by giving
some definitions and notations necessary for the introduction of these spaces. For a more
complete presentation of Sobolev spaces refer to [2].

1.2.1 The space of continuous functions

We will denote by C(Ω) the space of continuous functions defined in Ω with values in R,
we equip it with the norm :

||u||∞= supx∈Ω|u(x)|.
(C(Ω))m is whole continuous functions defined Ω → R

m.
Cb(Ω) the set of continuous functions and bounded on Ω.
For k > 1 integer, Ck(Ω) is the space of functions u which are k times differentiable and
whose derivative of order k is continuous on Ω.
Ck

0 (Ω) is the set of functions in Ck(Ω), whose support is compact and contained in Ω.
We also define Ck(Ω) like all the restrictions on Ω elements of Ck(RN) or as being the set
of functions of Ck(Ω), such that for all 0 ≤ j ≤ k, and ∀x0 ∈ ∂Ω, the limit limx→x0D

ju(x)
exists and depends only on x0.
C∞

0 or D(Ω)is the space of indefinitely differentiable functions, with compact supports
which we call the space of test functions.

1.2.2 Lp Spaces

Let p be a real with 1 ≤ p < ∞, and Ω ⊂ R
N a set measurable in the Lebesgue sense.

We design by :

Lp(Ω) =

{

f : Ω → R : f is measurable and

∫

Ω

|f |p <∞
}

,

and we define the norm of f in Lp with the p-norm :

||f ||Lp= (

∫

Ω

|f(x)|p dx)1/p < +∞.

If p = ∞,

L∞(Ω) =

{

f : Ω → R : f measurable,exist C > 0 :

∫

Ω

|f(x)| ≤ C every where on Ω

}

,

with the norm :

||f ||∞= inf {M ≥ 0 : |f(x)| ≤M every where on Ω } .
L∞(Ω) is a Banach space.
For p = 2, the space L2(Ω) is a Hilbert space for the scalar product :

< f, g >=

∫

Ω

f(x)g(x)dx.

We denote by L1
Loc(Ω) the set of locally integrable functions on Ω and we write :

L1
Loc(Ω) =

{

u : u ∈ L1(K) for every compact K on Ω
}

.

Remarks:
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1. Lp(Ω) ⊂ L1
Loc(Ω) for all 1 ≤ p ≤ ∞

2. The space (Lp(Ω), ||.||p) is Banach for 1 ≤ p ≤ ∞, separable for 1 ≤ p < ∞ and
reflexive for 1 < p <∞.

3. Let 1 ≤ p <∞ , The dual space of Lp(Ω) is Lq(Ω), such that 1
q
+ 1

p
= 1.

Definition 1.2.1. let 1 ≤ p ≤ +∞, we define the conjugate q of p by :

1

q
+

1

p
= 1 if 1 < p <∞,

• if p = 1 we have q = ∞,

• if p = ∞ we have q = 1.

Theorem 1.4 (Green′s Formula). Consider Ω a bounded open set in RN of boundary
Γ, Let u and v be functions mapping from Ω to R , such that ∀u ∈ C2(Ω̄) and ∀v ∈ C1(Ω̄)
we have :

∫

Ω

(∆u)v dx =

∫

Γ

v(∇u) · ν dΓ−
∫

Ω

∇u · ∇v dx, (1.5)

where ν represents the unit outward normal vector for Γ, and dΓ represents the surface
measure on Γ.

Theorem 1.5 ( Holder′s inequality). If Ω is an open subset of R
N , f, g : Ω → R such

that f ∈ Lp(Ω) and g ∈ Lq(Ω) with 1 ≤ p < +∞, then we have :
∫

Ω

|f(x)g(x)| dx ≤ ||f ||Lp(Ω)||g||Lq(Ω).

Theorem 1.6 (Young′s inequality). If a and b are non-negative real numbers , p and
q are real numbers greater than 1 , with 1

q
+ 1

p
= 1, then we have :

ab ≤ ap

p
+
bq

q
.

Theorem 1.7 (Minkowski inequality). Let 1 ≤ p < ∞ , and let f and g be element
of Lp(Ω), then f + g ∈ Lp(Ω), and we have :

(
∫

|f + g|p dµ
)

1
p

≤
(
∫

|f |p dµ
)

1
p

+

(
∫

|g|p dµ
)

1
p

.

Some convergence criteria

Theorem 1.8 (Dominated Convergence). [16]
Let (fn)n∈N be a sequence of measurable functions on a measured space (E,A, µ), with
values in the set of real or complex numbers when :

• the sequence of functions (fn)n∈N converges pointwise to a function f,

• it exists an integrable function g such that:

∀n ∈ N ∀x ∈ E |fn(x)| ≤ g(x).

Then f is integrable and

lim
n→∞

∫

|fn − f |dµ = 0.
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proposition 1.1. [16]
Let (fn) be a sequence in Lp(Ω) and f ∈ Lp(Ω), such that
∥fn − f∥Lp(Ω) → 0; then there exists a function g ∈ Lp(Ω) and a subsequence (fni

) such
that:

• fni
(x) → f(x) almost everywhere on Ω;

• |fni
(x)| ≤ g(x) for all i and p and everywhere on Ω.

Weak convergence in L
p(Ω) space

Theorem 1.9. Let (fn) be a bounded sequence in Lp(Ω). Then, it admits a subsequence
that converges weakly. The concept of weak convergence in Lp(Ω;RN) is defined as follows:

• If 1 ≤ p < +∞, then fn ⇀
n→ +∞ f weakly in Lp(Ω;RN) if:

∫

Ω

⟨fn(x), g(x)⟩ dx →
n→ +∞

∫

Ω

⟨f(x), g(x)⟩ dx ∀g ∈ Lq(Ω;RN)

• If p = +∞, then fn ⇀
n→ +∞ f weakly in L∞(Ω;RN) if:

∫

Ω

⟨fn(x), g(x)⟩ dx →
n→ +∞

∫

Ω

⟨f(x), g(x)⟩ dx ∀g ∈ L1(Ω;RN).

Theorem 1.10. The space Lp(Ω;RN) is reflexive for 1 < p < +∞. Furthermore,
L2(Ω;RN) is a Hilbert space with the inner product defined by:

⟨f, g⟩L2(Ω;RN ) =

∫

Ω

⟨f(x), g(x)⟩ dx.

1.2.3 Sobolev Spaces

Let p be a real with 1 ≤ p ≤ ∞ and Ω open set of RN.

Definition 1.2.2. The Sobolev space W 1,p(Ω) is defined as:

W 1,p(Ω) =
{

u ∈ Lp(Ω) : ∇u ∈ Lp(Ω,RN)
}

,

where

∇u =

(

∂u

∂x1
,
∂u

∂x2
, . . . ,

∂u

∂xN

)

represents the first derivative in the sense of distributions of the real-valued function u.
In this space, we define the following norm :

∥u∥W 1,p(Ω) = ∥u∥Lp(Ω) + ∥∇u∥Lp(Ω;RN ),

or sometimes an equivalent norm:

∥u∥W 1,p(Ω) =
(

∥u∥pLp(Ω) + ∥∇u∥p
Lp(Ω;RN )

)1/p

if ( 1 ≤ p < +∞).



10

Definition 1.2.3. Let 1 ≤ p < +∞.
The space W 1,p

0 (Ω) is defined as the closure of C∞
0 (Ω) in W 1,p(Ω). The dual space of

W 1,p
0 (Ω) is denoted by W−1,q(Ω) with 1

p
+ 1

q
= 1.

Remark 1.1. If p = 2, the space W 1,2(Ω) is denoted by H1,2(Ω) or simply H1(Ω).
Similarly, W 1,2

0 (Ω) is denoted by H1,2
0 (Ω) or simply H1

0 (Ω).

proposition 1.2. 1. The space W 1,p(Ω) is a Banach space for 1 ≤ p ≤ +∞.

2. The space W 1,p(Ω) is a reflexive space for 1 < p < +∞.

3. The space W 1,p(Ω) is a separable space for 1 ≤ p < +∞.

4. The space W 1,p
0 (Ω) is a separable Banach space and is also reflexive for 1 < p < +∞.

5. The spaces H1(Ω) and H1
0 (Ω) are Hilbert spaces equipped with the following inner

product:

(u, v)H1(Ω) = (u, v)L2(Ω) +
N
∑

i=1

(

∂u

∂xi
,
∂v

∂xi

)

L2(Ω)

.

Theorem 1.11 (Poincare inequality). Let Ω be a subset with at least one bound. Then
there exists a constant k(Ω), depending only on Ω and p, then ∀u ∈ W 1,p

0 (Ω) we have

||u||Lp(Ω)≤ k(Ω)||∇u||Lp(Ω). (1.6)

Remark 1.2. Poincare’s inequality allows us to establish the equivalence on W 1,p
0 (Ω),

between the norm ∥u∥W 1,p(Ω) and ∥∇u∥Lp(Ω;RN ), which is denoted by ∥u∥W 1,p
0 (Ω).

Theorem 1.12 (Sobolev inequality). let Ω be a regular open of RN and 1 ≤ p < ∞,
so there exists a constant k, depending only on N and p, then ∀u ∈ W 1,p

0 (Ω), such that

||u||Lp∗ (Ω)≤ k||∇u||Lp(Ω).

1.2.4 Embeddings Theorem

Definition 1.2.4. An open set Ω in R
N is said to have a Lipschitz boundary, if for some

L, a, r ∈ (0,∞),for any x0 ∈ ∂Ω, there exist an orthogonal coordinate system with origin
at x0 = 0, a cylinder K = K ′× (−a, a) centered at the origin, with K ′ open ball in R

(N−1)

of radius r,and a function φ : K ′ → (−a, a), L-Liptshitz continuous with φ(0) = 0, and

∂Ω ∩K = {(x′, φ(x′); x′ ∈ K ′)} ,

Ω ∩K = {(x′, xN); x′ ∈ K ′, xN > φ(x′)} .
Theorem 1.13 (Compact Embedding). Let Ω be a bounded open subset of RN with
a Lipschitz boundary ∂Ω.

• if 1 ≤ p < +∞ , then W 1,p(Ω) ⊂ Lq(Ω) ∀q ∈ [1, Np
N−p

] with compact embedding for

q ∈ [1, Np
N−p

].

• if p = N , then W 1,p(Ω) ⊂ Lq(Ω) ∀q ∈ [1,+∞] with compact embedding.

• if p > N , then W 1,p(Ω) ⊂ C(Ω̄) with compact embedding.

Remark 1.3. Compact embedding allows us to pass from weak convergence to strong
convergence as follows: let un ⇀ u weakly in W 1,p(Ω).
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• If 1 ≤ p < +∞ , then uσ(n) → u strongly in Lq(Ω), 1 ≤ q < Np
N−p

.

• if p = N , then uσ(n) → u strongly in Lq(Ω), 1 ≤ q < +∞.

• If p > N , then uσ(n) → u strongly in L∞(Ω).

• The previous embeddings hold true for W 1,p
0 (Ω) without any condition on the bound-

edness of the domain Ω.

• Therefore, it is important to remember the following very useful fact for later: if
{un} denotes a bounded sequence in W 1,p(Ω) (1 ≤ p < N), then we can extract a
subsequence {unk

} from {un} such that {unk
} converges strongly in Lq(Ω) for all

q ∈ [1, p∗[, where p∗ = Np
N−p

.

1.3 The p-Laplacian operator

Definition 1.3.1. The p-Laplace operator is a second-order quasi-linear elliptic partial
differential operator defined by:

∆pu = div
(

|∇u|p−2∇u
)

= |∇u|p−4

(

|∇u|2∆u+ (p− 2)
N
∑

i,j=1

∂2u

∂xi∂xj

∂u

∂xi

∂u

∂xj

)

where 1 < p < +∞. This operator in divergence form is degenerate when p ̸= 2, and for
p = 2, the p-Laplace operator coincides with the Laplacian ∆.

1.3.1 Properties of the p-Laplacian operator

Proposition 1
Let Ω be a bounded open set in R

N ; let p and q be real numbers, with 1 < p < +∞ and
1
p
+ 1

q
= 1. Then the operator defined on Lp(Ω) by u 7→ |u|p−2u is in Lq(Ω); moreover, it

is continuous.
Now let’s consider the p-Laplacian operator defined from the Sobolev space W 1,p

0 (Ω)
into its dual W−1,q(Ω), where Ω is a bounded open set in R

N , p and q are real numbers,
1 < p < +∞, and 1

p
+ 1

q
= 1.

For any u ∈ W 1,p
0 (Ω) and for all i, 1 ≤ i ≤ N , we deduce from Proposition (1) that

| ∂u
∂xi

|p−2 ∂u
∂xi

∈ Lq(Ω), from which we can define the following application on (W 1,p
0 (Ω))2:

(u, v) 7→ a(u, v) =

∫

X

N
∑

i=1

| ∂u
∂xi

|p−2 ∂u

∂xi

∂v

∂xi
dx

Theorem 1.14. For any u in W 1,p
0 (Ω), the application : W 1,p

0 (Ω) → R; v 7→ a(u, v);
is a continuous linear form. Hence, there exists a unique element, denoted A(u) in
W−1,q(Ω), such that: a(u, v) = ⟨A(u), v⟩, ∀v ∈ W 1,p

0 (Ω). The application
A : W 1,p

0 (Ω) → W−1,q(Ω), u 7→ A(u), is denoted:

−∆p(u) = −
N
∑

i=1

∂

∂xi

(

| ∂u
∂xi

|p−2 ∂u

∂xi

)

.

Definition 1.3.2. Let r 7→ φ(r) be a strictly increasing continuous function from R
+ →

R
+, with φ(0) = 0 and φ(r) → 1 as r → ∞. An application J : X → X∗ with X a
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Banach space, is called a "duality application" relative to φ if the following conditions
hold:

⟨J(u), u⟩ = ∥J(u)∥∗∥u∥, ∀u ∈ X,

∥J(u)∥∗ = φ(∥u∥), ∀u ∈ X.

Remark
Naturally, this notion depends on the norm chosen on X.
For example:

• If X = Lp(Ω); ∥u∥ =
(∫

Ω
|u|p dx

)
1
p = ∥u∥Lp(Ω), φ(r) = rp−1 then J(u) = |u|p−2u.

• If X = W 1,p
0 (Ω); ∥u∥W 1,p

0 (Ω) =
(∫

Ω
|∇u|p dx

)
1
p ; φ(r) = rp−1 then

J(u) = −
N
∑

i=1

∂

∂xi

(

| ∂u
∂xi

|p−2 ∂u

∂xi

)

= −∆p(u)

where ∥ −∆p(u)∥∗ = φ(∥u∥) = ∥u∥p−1

W 1,p
0 (Ω)

.

Proposition 1.3 The operator −∆p is bounded from W 1,p
0 (Ω) into W−1,q(Ω) .

Proposition 1.4 The operator −∆p is monotone W 1,p
0 (Ω) into W−1,q(Ω) .

Proposition 1.5 The operator −∆p is coercive from W 1,p
0 (Ω) into W−1,q(Ω) .

Corollary:
Let Ω be a bounded open set in R

N , p a real number satisfying 1 ≤ p ≤ +∞; then the
operator −∆p is surjective from W 1,p

0 (Ω) into W−1,q(Ω); where 1
p
+ 1

q
= 1.

Theorem 1.15. Let Ω be a bounded open set in R
N .

a) −∆p : W
1,p
0 (Ω) → W−1,q(Ω) is uniformly continuous on any bounded set in W 1,p

0 (Ω).

b) (−∆p)
−1 : W−1,q(Ω) → W 1,p

0 (Ω) is continuous.

c) The composite operator (−∆p)
−1 : W−1,q(Ω) → W 1,p

0 (Ω) →֒ Lq(Ω), is compact if

1 ≤ q < Np
N−p

Theorem 1.16. Let Ω be a bounded open set in R
N , where N ≥ 3. For p ∈ [1,+∞[, we

define the functional J : W 1,p
0 (Ω) → R by:

J(u) =
1

p

∫

Ω

|∇u|p dx.

Then J is differentiable on W 1,p
0 (Ω) and

⟨J ′(u), v⟩ =
∫

Ω

|∇u|p−2∇u · ∇v dx =< −∆pu, v > .



Chapter 2

Some elements of critical point theory

In this section we present a brief introduction to the critical point theory for func-
tionals of class C1 on a Banach space.
Let’s consider the following differential equation

Au = 0,

where A : X → Y , X and Y are Banach spaces. This equation has a variational structure,
if there exists a functional J : X → R such that

(A(u), v) = lim
t→0

J(u+ tv)− J(u)

t
, ∀v ∈ X.

Where Y = X∗,(., .) is the duality pair between X and X∗ In this case, we can write
A = J ′ and the equation Au = 0, becomes

(J ′(u), v) = 0 ∀v ∈ X.

Thus, we have expressed equation Au = 0, in weak form. The problem that we must
solve then transforms into the search for critical points of J .

In the following, we will discuss the arguments to prove the existence of critical points
of real functionals defined on a Banach space X, see [22].

2.1 Differentiability and Critical Points

Definition 2.1.1 (Directional Derivative). Let E be a subset of a Banach space X
and J : E → R a real-valued function. If u ∈ E and v ∈ X are such that for sufficiently
small t > 0, u+ tv ∈ E, we say that J has (at point u) a derivative in the direction v if

lim
t→0+

J(u+ tv)− J(u)

t

exists. We denote this limit by J ′
v(u).

Definition 2.1.2. (Differentiability in the Sense of Gâteaux) We say that the function J
defined on an open set E of a Banach space X, with real values, is Gâteaux differentiable
(or G-differentiable) at u ∈ E if there exists ξ ∈ X∗ such that in every direction v ∈ X
where J(u + tv) exists for sufficiently small t > 0, the directional derivative J ′

v(u) exists
and we have:

lim
t→0+

J(u+ tv)− J(u)

t
= ⟨ξ, v⟩.

The function ξ is called the Gâteaux differential of J at point u, denoted by J ′
G(u) = ξ.

13
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Definition 2.1.3. (Differentiability in the Sense of Frechet) J is Frechet differentiable
at x0 ∈ U if and only if there ∃Lx0 ∈ L(X, Y ) such that

∥J(x0 + h)− J(x0)− Lx0(h)∥Y
∥h∥X

→ 0 as ∥h∥ → 0.

Properties:

1. If J is Frechet differentiable, then it is Gateaux differentiable.

2. If J is Gâteaux differentiable and J ′ is continuous, then J is Frechet
differentiable.

Definition 2.1.4. Let X be a Banach space, E ⊂ X an open set, and J ∈ C1(E;R).
We say that u ∈ E is a critical point of J if J ′

G(u) = 0, where J ′
G(u) is the Gateaux

differential of J at point u.
If u is not a critical point, then we say that u is a regular point of J .
If c ∈ R, we say that c is a critical value of J if there exists u ∈ E such that J(u) =
c and J ′

G(u) = 0. If c is not a critical value, then we say that c is a regular value of J .

Definition 2.1.5. Let X be a Banach space, F ∈ C1(X;R), and a set of constraints:

S = {v ∈ X : F (v) = 0}.
We assume that for all u ∈ S, we have F ′

G(u) ̸= 0. If J ∈ C1(X;R), we say that c ∈ R

is a critical value of J on S if there exists u ∈ S and λ ∈ R such that

J(u) = c and J ′
G(u) = λF ′

G(u)

The point u is a critical point of J on S and the real number λ is called the Lagrange
multiplier for the critical value c (or the critical point u).
When X is a functional space and the equation J ′

G(u) = λF ′
G(u) corresponds to a partial

differential equation, we say that J ′
G(u) = λF ′

G(u) is the Euler-Lagrange equation (or
Euler equation) satisfied by the critical point u on the constraint S.

Proposition 2.1 Under the assumptions and notations of Definition (2.1.5), we sup-
pose that u0 ∈ S is such that

J(u0) = inf
v∈S

J(v).

Then there exists λ ∈ R such that:

J ′
G(u0) = λF ′

G(u0).

2.1.1 Convexity and Lower semi-continuity

Definition 2.1.6. A set C is said to be convex if, for every x and y in C, the segment
[x, y] is entirely contained in C. In other words, for all x and y in C, for all t in [0, 1]:

(tx+ (1− t)y) ∈ C.

Definition 2.1.7. A function f : C → R, where C is a convex set, is convex if, for all x
and y in C, for all t in [0, 1]:

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y).

Definition 2.1.8. A function f is concave if (−f) is convex, that is, for all x and y in
C, for all t in [0, 1]:

f(tx+ (1− t)y) ≥ tf(x) + (1− t)f(y).
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Definition 2.1.9. Let X be a Banach space.
A minimizing sequence for a function J : X →] −∞; +∞[ is a sequence (xk) such
that

J(xk) → inf J when k → +∞.

Definition 2.1.10. Let X be a Banach space and E be a subset of X. A function
J : E → R is said to be weakly sequentially lower semicontinuous if for any sequence (un)
in E converging weakly to u ∈ E, we have:

J(u) ≤ lim inf
n→∞

J(un).

Proposition 2.2. Let f : C → R be a convex function, then f is weakly lower semi-
continuous if and only if it is lower semicontinuous.

Proposition 2.3. [[37], Proposition 25.26] Let f : M ⊆ X → R be a functional on
the convex closed set M of the Banach space X. Then f is weakly lower semicontinuous
if one of the following conditions is satisfied :

• f is convex continuous.

• f is Gâteaux derivative and f ′ is monotone on M .

2.2 Existence results

A theorem which plays an important role in establishing the existence and uniqueness of
the weak solution for linear problems is the Lax-Milgram theorem:

Theorem 2.1. Lax-Milgram Theorem:
Let H be a Hilbert space and a : H ×H → R be a bilinear, continuous and coercive form.
Then for any φ ∈ H∗, there exists unique u ∈ H such that

a(u, v) = ⟨φ, v⟩ ∀v ∈ H.

Furthermore, if a is symmetric, then u is characterized by the following property:

u ∈ H and J(u) =
1

2
a(u, u)−⟨φ, u⟩ = min

v∈H
J(v), where J(v) =

{

1

2
a(v, v)− ⟨φ, v⟩

}

.

Another very important theorem used for direct minimization with or without con-
straints is the following:

Theorem 2.2. (see Theorem 1.1 in [26]) Let X be a reflexive Banach space, E a weakly
closed subset of X, and J : E → R be weakly lower semi-continuous, then J has a
minimum on E if and only if it admits a bounded minimizing sequence on E.

Remark The existence of a bounded minimizing sequence is ensured when J is coer-
cive, meaning J such that J(x) → +∞ as ∥x∥X → +∞.

In the case where the function J is lower bounded (upper bounded), it is reasonable
to try to show that the minimum (respectively the maximum) is reached.
For convex functionals, a classic result is given by the theorem (see [16] page 46).
If J is not convex, it does not need to reach its infimum. However, Ekeland’s result (see
[33] page 51) shows the existence of points which are almost minimums.
A compactness condition which is usually used to prove the existence of stationary points
is the Palais-Smale (PS) condition, for a function J of class C1.
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Definition 2.2.1. (The Palais-Smale condition)
Let X be a Banach space, and J : X → R a C1 function. If c ∈ R, we say that J satisfies
the Palais-Smale condition at level c if every sequence (un) in X such that:

J(un) → c in R and J ′(un) → 0 in X∗

contains a convergent subsequence (unk
)nk

.

Theorem 2.3. Let J be a real function of class C1 defined on a Banach space X satisfying
the condition (PS) and bounded lower. Then J attains a minimum at a certain point x0
of X.

For a function which is not bounded, looking for its critical points amounts to looking
for saddle points of the functional associated with the problem studied. These points
are determined by minimax type arguments. Which brings us back to the use of the
Mountain Pass Theorem and its variants.

Theorem 2.4. Mountain Pass Theorem [see Theorem 4.10 in [26]]
Let X be a Banach space, and J ∈ C1(X,R) satisfying the Palais-Smale condition. Sup-
pose J(0) = 0 and:

• There exist R > 0 and α > 0 such that ∥u∥ = R implies J(u) ≥ α.

• There exists u0 ∈ X such that ∥u0∥ > R implies J(u) < α.

Then J has a critical value c such that c ≥ α. More precisely, if we define:

• P := {p ∈ C([0, 1], X), p(0) = 0, p(1) = u0}
• c := infp∈P maxt∈[0,1] J(p(t))

Then c is a critical value of J , and c ≥ α.

2.3 Existence and multiplicity results

To show the existence and multiplicity of solutions we can apply Clark’s theorem
(see Theorem 9.1 in [29]) which is a variant of the Mountain Pass Theorem, as well as
other important theorems such as Ricceri’s theorem and its variants which allows us to
obtain the existence of three solutions.

Let ϕ be a continuously differentiable real function defined on R
m. Assuming

ϕ is coercive, denoted by ϕ(x) → ∞ as ∥x∥ → ∞, it is well-established that under
these conditions, ϕ attains a minimum at some point x0. Now, consider x1 as a critical
point of ϕ which does not represent a global minimum.In 1968 M.A. Krasnosel’ski [27]
observed the following: if x1 is a nondegenerate singular point of the vector field ∇ϕ (i.e.,
the topological index ind(∇ϕ, x1) is non-zero), then ϕ possesses a third critical point.
Subsequently, this proposition became renowned as the "Three Critical Points Theorem"
(TCPT).
In the following many authors was extended the above result of Krasnosel’ski to the
contex of Banach space (see [4] , [17]).
In 1998, V. Moroz et al. [28] obtained a version of TCPT as follows:

Theorem 2.5. Let X be a Banach space, we denote by m = infX ϕ, if ϕ has an essential
critical value c > m, then either ϕ admits at least three distinct critical values, or the set
of minimum points M is not contractible in itself. In particular, ϕ has at least a three
critical points.
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After several improvements of this concept, in 2000, Ricceri [30] has formulated a the-
orem regarding the existence of multiple critical points for a continuously differentiable,
convex functional defined over a Banach space, which states :

Theorem 2.6. Three critical point theorem Let X be a separable and reflexive real
Banach space , the ϕ : X → R a continuously Gâteaux differentiable and convex functional
whose Gâteaux derivative admits a continuous inverse on X∗,
ψ : X → R a continuously Gâteaux differentiable functional whose Gâteaux derivative is
compact; I ⊆ R an interval, µ0 ∈ I.
Assume that :

(h1) lim
||u||→∞

(ϕ(u) + (λ− µ0)ψ(u)) = +∞

∀λ ∈ I, and that there exists a continuous concave function ; h : I → R such that

(h2) sup
λ≥0

inf
u∈X

(ϕ(u) + (λ− µ0)ψ(u) + h(λ)) < inf
u∈X

sup
λ≥0

(ϕ(u) + (λ− µ0)ψ(u) + h(λ))

Then, there exists λ∗ ∈ I \ {µ0} such that the equation

(ϕ′(u) + (λ− µ0)ψ
′(u)) = 0

has at least three solution in X.

Specifically, in [31] B. Ricceri has enhanced this previous finding by demonstrating
that convexity can be substituted with sequential weak lower semi continuity. Addition-
ally, the conclusion remains valid for each each λ∗ in an open sub-interval of I, which
allows us to cite that the preceding theorem can be derived from the subsequent en-
hancement by taking in the latter I \ {µ0} instead of I and h(λ+ µ0) instead of h(λ).
Therefore, Theorem 2.6 is a special instance of the next Theorem 2.7 , as follow:

Theorem 2.7. : Improved three critical point theorem
Let X be a separable and reflexive real Banach space , the ϕ : X → R a
continuously Gâteaux differentiable and sequentially weakly lower semi
continuous functional whose Gâteaux derivative admits a continuous inverse on X∗, ψ
: X → R a continuously Gâteaux differentiable functional whose Gâteaux derivative is
compact, I ⊆ R an interval.
Assume that :

(D1) lim
||u||→∞

(ϕ(u) + λψ(u)) = +∞

∀λ ∈ I, and that there exists a continuous concave function h : I → R such that

(D2) sup
λ≥0

inf
u∈X

(ϕ(u) + λψ(u) + h(λ)) < inf
u∈X

sup
λ≥0

(ϕ(u) + λψ(u) + h(λ)).

Then , there exists an open interval Λ ⊆ I and a positive real number ρ such that, ∀
λ ∈ Λ, the equation

(ϕ′(u) + λψ′(u)) = 0

has at least three solution in X whose norms are less than ρ.

In particular, in the last years, the result of B. Ricceri’s Theorem 2.7 has been widely
used for non linear boundary value problems in in [8], [9], [10], [11], [12], (see also [25]
for the non smooth case), establishing multiplicity results for equations depending on a
parameter λ.
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In the settings of the mentioned theorem, the typical assumption is that the following
minimax inequality

sup
λ≥0

inf
u∈X

(ϕ(u) + λψ(u) + h(λ)) < inf
u∈X

sup
λ≥0

(ϕ(u) + λψ(u) + h(λ))

has to be satisfied by some continuous and concave function h : I → R. When
I = [0,+∞[, it has been proven by G. Cordaro [18], that the problem of finding such
function h is equivalent to looking for a linear one.
Very recently, another three critical point theorem was established (Theorem 2.1 of [13])
by giving some remarks on a strict minimax inequality, which plays a fundamental role
in Ricceri’s three critical points theorem. As a consequence, some recent applications of
Ricceri’s theorem to nonlinear boundary value problems are revisited by obtaining more
precise conclusions.
Our work is based to apply Theorem 2.7 to two elliptic problems in the next chapter.

2.4 Variational structure of elliptic problems

In this part, we will deal with two simple examples of elliptic problems, the first is
nonlinear and the last one is nonlinear.

2.4.1 Linear problem

Consider the following problem (1):
{

−∆u = f in Ω,

u|∂Ω = 0,

where Ω is a bounded domain in R
N and f ∈ Lq(Ω) for q ≥ 2N

N+2
.

Let X = H1
0 (Ω), which is a separable Hilbert space. Define

∀u, v ∈ X, a(u, v) =

∫

Ω

∇u · ∇v dx,

by Holder’s and Poincaré’s inequalities, we have

∀u, v ∈ X, |a(u, v)| ≤ ∥∇u∥L2(Ω)∥∇v∥L2(Ω) = ∥u∥X∥v∥X ,
and

∀u ∈ X, a(u, u) =

∫

Ω

|∇u|2 dΩ = ∥u∥2X .

We just need to demonstrate the coercivity of a to be able to apply the Lax-Milgram
theorem and conclude the well-posedness of the problem.

clearly, a is a continuous coercive bilinear form on X.
Define φ(v) =

∫

Ω
fv dx. By using Holder’s and Sobolev’s inequalities, it is easy to show

that
|φ(v)| ≤ C∥f∥

L
2N
N+2 (Ω)

∥v∥X .

So, φ is a continuous linear form on X.
Therefore, by the Lax-Milgram Theorem, there exists a unique u ∈ X solution of the
problem

a(u, v) = φ(v) ∀v ∈ X,
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moreover, u minimizes the following energy functional:

J(u) =
1

2

∫

Ω

|∇u|2 dx−
∫

Ω

fu dx.

In conclusion, u is a weak solution of problem (1).

2.4.2 Nonlinear problem

Now consider the following nonlinear problem (2):











−∆u = uq in Ω,

u ≥ 0 in Ω,

u|∂Ω = 0,

where 0 < q < 1 and Ω is a bounded domain in R
N .

It is clear that weak solutions of (2) are critical points of J defined on X = H1
0 (Ω) by

J(u) =
1

2

∫

Ω

|∇u|2 dx− 1

q + 1

∫

Ω

uq+1
+ dx,

where u+ = max{0, u}, the positive part of u.
By Holder’s and Poincaré’s inequalities we have

∫

Ω

uq+1
+ dx ≤ C

(
∫

Ω

u2 dx

)
q+1
2

≤ C(Ω)∥u∥q+1
X ,

and since q < 1,

J(u) ≥ 1

2
∥u∥2X − C(Ω)∥u∥q+1

X → +∞ as ∥u∥X → +∞.

Then, we obtain that J is coercive and thus inferiorly bounded.
Let m = infu∈X J(u) > −∞. Note that J is of class C1 on X. To conclude, it suffices to
show that m is attained.

Let {un}n be a minimizing sequence of J , then J(un) → m as n → ∞. Since J is
coercive, we conclude that {un}n is a bounded sequence in X, a reflexive space. Then,
there exists a subsequence, denoted by {un}, such that un ⇀ u weakly in X = H1

0 (Ω).
According to the compact embeddings of Sobolev, we obtain un → u strongly in Ls(Ω)
for all s < 2∗.

In particular, un → u strongly in Lq+1(Ω). Therefore, we conclude that

J(u) =
1

2

∫

Ω

|∇u|2 dx− 1

q + 1

∫

Ω

uq+1
+ dx

≤ lim inf
n→∞

(

1

2

∫

Ω

|∇un|2 dx−
1

q + 1

∫

Ω

(un)
q+1 dx

)

= m.

Thus J(u) = m and then J ′(u) = 0 and u is a weak solution of (2).



Chapter 3

Three solutions for quasi-linear

Dirichlet elliptic problems

In this chapter, we were inspired by the work of B. Ricceri [31] and that of G.A.
Afrouzi and all [3].

3.1 Introduction :

Recently, a number of researches on the numbers of the existence of weak solutions
to quasilinear elliptic systems via variational methods have received wide attention (see,
for example [24] and [20]). In particular, many papers deal with problems related to the
p-Laplacian we can cite, among others,the articles [12], [5] and [7] refer to the references
therein for details.
In this part, we are concerned with two quasi-linear Dirichlet elliptic problems, the first
is associated with p-Laplacian operator and the second is a system involving the (p, q)-
Laplacian operator.
Under some appropriate conditions and using variational appoach, we prove the existence
of at least, three solutions using Ricceri’s three critical point theorem.

3.1.1 Preliminaries

In this step we cite for readers some propositions which need it in the proof of our
main results.

proposition 3.1 ([30],Proposition 3.1 ). Let X be non empty set and ϕ, ψ two real func-
tions on X. Assume that are r > 0 and x0, x1 ∈ X such that

(A1) : ϕ(x0) = −ψ(x0) = 0, ϕ(x1) > r,

(A2) : supx∈ϕ−1(]−∞,r]) − ψ(x) < r
−ψ(x1)
ϕ(x1)

,

Then for each ρ satisfying

supx∈ϕ−1(]−∞,r]) − ψ(x) < ρ < r
−ψ(x1)
ϕ(x1)

, (3.1)

One has

sup
λ≥0

inf
u∈X

(ϕ(u) + λ(ρ+ ψ(u))) < inf
u∈X

sup
λ≥0

(ϕ(u) + λ(ρ+ ψ(u)))

20
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Proof. First of all, observe that :

inf
u∈X

sup
λ≥0

(ϕ(u) + λ(ρ+ ψ(u))) = infx∈−ψ−1([ρ,+∞[)ϕ(x)

Next, note that by (3.1), one has

r ≤ infx∈−ψ−1([ρ,+∞[)ϕ(x)

Moreover, since ϕ(x1) > r, from (3.1), we infer that −ψ(x1) > ρ. This implies that the
function λ→ infx∈X(ϕ(u) + λ(ρ+ ψ(u)))tends to −∞ as λ→ +∞. But, this function is
upper semicontinuous in [0,+∞[, and hence, it attains its supremum at a point λ. We
now distinguish two cases.
If 0 ≤ λ < r

ρ
( note that ρ > 0 since ϕ(x0) = −ψ(x0) = 0), then

ϕ(u) + λ(ρ+ ψ(u)) = λρ < r.

If r
ρ
≤ λ, then since ( by(3.1) again ) (r−ϕ(x1))

(ρ+ψ(x1))
< r

ρ
, we have

ϕ(x1) + λ(ρ+ ψ(x1)) < r,

and the proof is complete.

Proposition 3.2[14] Let T : X → X∗ be an operator defined by

T (u, v)(h1, h2) =

∫

Ω

(|∇u|p−2∇u∇h1 + a(x)|u|p−2uh1)dx+

∫

Ω

(|∇v|q−2∇v∇h2 + b(x)|v|q−2vh2)dx

∀(u, v), (h1, h2) ∈ X.

Then T admits a continuous inverse on X∗.

Proof. Denoting by <.,.> the usual inner product in R
N , for p ≥ 2 there exists a positive

constant Cp such that the following inequality (see (2,2) in [32])

< |x|p−2x− |y|p−2y, x− y >≥ Cp|x− y|p,

holds ∀x, y ∈ R
N . Thus it easy to see that :

< T (u1, v1)−T (u2, v2), (u1−u2, v1−v2) >≥ min(Cp, Cq)(||u1−u2||p1+||v1−v2||q2), ∀(u1, u2), (v1, v2) ∈ X.

This means that T is uniformly monotone operator in X. Moreover T is coercive and
hemi-continuous inX. Therefore, by Theorem 1.1 we conclude that T admits a continuous
inverse on X∗.

3.2 The Laplacian elliptic problem

In this section, we consider the following elliptic Dirichlet problem involving the Lapla-
cian operator:

{

−∆(u) = λ0(f(u) + µg(u)) in Ω

u = 0 on ∂Ω
(3.2)

where :
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• Ω is non empty bounded open set in R
N(N ≥ 2) with smooth boundary ∂Ω, δ > 0,

µ ∈ [−δ, δ], λ0 is a positive real parameter.

• f, g : R → R are a continuous , differentiable and carathéodory functions.

• ∆(u) = div(∇u) is the Laplacian operator.

we recall that a weak solution of problem 3.2 is any u ∈ W 1,2
0 (Ω) such that :

∫

Ω

∇u∇hdx− λ0

∫

Ω

(f(u) + µg(u))hdx = 0, ∀h ∈ W 1,2
0 (Ω).

Now, we state the following theorem.

Theorem 3.1. Let Ω ⊆ R
N be an open bounded set, with smooth boundary, and f, g :

R → R two continuous functions, with supϵ∈R(
∫ ϵ

0
f(t) dt) > 0. Assume that there are

four positive constants a,q,s,γ, with q < N+2
N−2

(if N > 2), s < 2, and γ > 2, such that :

1. max {|f(ϵ)|, |g(ϵ)|} ≤ a(1 + |ϵ|q), ∀ϵ ∈ R,

2. max
{∫ ϵ

0
f(t) dt, |

∫ ϵ

0
g(t) dt|

}

≤ a(1 + |ϵ|s), ∀ϵ ∈ R

3. lim supϵ→0

∫ ϵ

0 f(t) dt,

|ϵ|γ
< +∞

Then, there exists δ > 0 such that , for each µ ∈ [−δ, δ],there exists λ0 such that the
problem:

{

−∆(u) = λ0(f(u) + µg(u)) in Ω

u = 0 on ∂Ω

has at least a three distinct weak solutions in W 1,2
0 (Ω).

3.2.1 Variational formulation of problem 3.2

We put :
I = [0,+∞[, X = W 1,2

0 (Ω),

with the norm

||u||= (

∫

Ω

|∇u(x)|2 dx)1/2, ∀u ∈ X.

We take :

I1(u) =

∫

Ω

(

∫ u(x)

0

f(t) dt)dx,

I2(u) =

∫

Ω

(

∫ u(x)

0

g(t) dt)dx.

By (3) of Theorem 3.1), there are η ∈]0, 1] such that :
∫ ϵ

0

f(t) dt ≤ c|ϵ|γ, ∀ϵ ∈ [−η, η].
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Clearly, it is not restrictive to assume that γ < 2N
N−2

(ifN > 2).
In view of (2) of Theorem 3.1, let’s be :

c1 = max

{

c, sup|ϵ|>η
a(1 + |ϵ|s)

|ϵ|γ
}

.

One has
∫ ϵ

0

f(t) dt ≤ c1|ϵ|γ, ∀ϵ ∈ R.

So, if r > 0 and ||u||2 ≤ 2r, by the Sobolev embedding theorem, we have

I1(u) ≤ c1

∫

Ω

|u(x)|γ dx ≤ c2(

∫

Ω

|∇u(x)|2 dx)γ/2 ≤ c3r
γ/2 (F1)

Then, we have :

lim
r→0+

sup||u||2≤2rI1(u)

r
= 0.

Moreover, by assumption , supϵ∈R
∫ ϵ

0
f(t) dt > 0, we can put w ∈ X \ {0} in such a way

that I1(w) > 0. At this step fix r, ϵ > 0, with r < (1/2)||w||2, thus we have :

sup||u||2≤2rI1(u) ≤ 2r
|I1(w)|
||w||2 − ϵ.

Then, fix δ > 0 verifed

δ(sup||u||2≤2r|I2(u)|+ 2r
|I2(w)|
||w||2 ) < ϵ.

Next we put

σ = ϵ− δ(sup||u||2≤2r|I2(u)|+ 2r
|I2(w)|
||w||2 ).

So, we obtain

sup||u||2≤2r(I1(u) + µI2(u)) ≤ 2r
I1(w) + µI2(w)

||w||2 − σ, ∀µ ∈ [−δ, δ],

At this step we will define the operators ϕ, ψ : X → R, and h : [0,+∞[→ R, before
fixing µ ∈ [−δ, δ], with :

ϕ(u) = 1/2||u||2,
ψ(u) = −(I1(u) + µI2(u)),

h(λ) = ρλ,

where ρ ∈ R verified :

sup||u||2≤2r(I1(u) + µI2(u)) < ρ < 2r
I1(w) + µI2(w)

||w||2 .
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3.2.2 Proof of main result

For proof of main result, we will verified that conditions of Recerri’s Therem are satisfied.
By (1) of Theorem 3.1 it follows that the functional ψ is continuously Gâteaux differen-
tiable, with compact Gâteaux derivative, the weak solutions of our
problem 3.2 are the critical points of the functional ϕ+ λψ, with the help of
(2) of Theorem 3.1 and to the Poincaré inequality we prove that this functional is coercive:

ϕ(u) + λψ(u) =
||u||2
2

− λI1(u)− λµI2(u)

≥ ||u||2
2

− λ

∫

Ω

(

∫ u(x)

0

f(t) dt)dx− λµ

∫

Ω

(

∫ u(x)

0

g(t) dt)dx

≥ ||u||2
2

− λ

∫

Ω

a(1 + |u|s)dx− λδ

∫

Ω

a(1 + |u|s)dx

≥ ||u||2
2

− λa(mes(Ω) + ||u||ss)− λδa(mes(Ω) + ||u||ss),

≥ ||u||2
2

− λames(Ω)− λa||u||ss−λδames(Ω)− λδa||u||ss,

≥ ||u||2
2

− ||u||ss(λa(1− δ))− λames(Ω)(1− µ),

≥ ||u||2
2

− ||u||ssd1 − d2,

where d1, d2 constants, since s < 2, we have :

lim||u||→∞(ϕ(u) + λψ(u)) = +∞, ∀λ ≥ 0.

So D1 of Theorem2.7 is verified, we will check the next condition.

Let x0 = 0, x1 = w.
By the definition of I1, I2, it easy to verify that :

ϕ(x0) = −ψ(x0) = 0, ϕ(x1) =
||w||2

2
> r.

At this point the assumption (A1) of proposition 3.1 is satisfied.
Then for each ρ ∈ R such that

sup(u)∈ϕ−1(]−∞,r])(−ψ(u)) < ρ < r
−ψ(u)
ϕ(u)

,

taking :
h(λ) = λρ, ∀λ ≥ 0.

By proposition 3.1 we obtains :

sup
λ≥0

inf
u∈X

(ϕ(u) + λψ(u) + h(λ)) < inf
u∈X

sup
λ≥0

(ϕ(u) + λψ(u) + h(λ)).

So (D2) of Theorem 2.7 holds.
Consequently, we can see that all the hypotheses of Theorem 2.7 are fulfilled. The problem
3.2 has at least three weak solutions whose norms are less than ρ.
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3.3 Dirichlet elliptic system

We consider the following boundary value problem of type quasi-linear Dirichlet elliptic
system involving (p, q)-Laplacian operator :











∆p(u) + λf(x, u, v) = a(x)|u|p−2 u in Ω

∆q(v) + λg(x, u, v) = b(x)|v|q−2 v in Ω

u = v = 0 on ∂Ω

(3.3)

where :

• Ω is non empty bounded open set in R
N(N ≥ 2) with smooth boundary ∂Ω ,

p, q > N , λ is a positive real parameter

• ∆p(u) = div(|∇u|p−2∇u) is the p-Laplacian operator.

• f, g : Ω×R2 → R are a continuous and differentiable functions.

• a and b are two positives weight functions such that a, b in C(Ω).

By using the same Ricceri’s Theorem 2.7, we will solve this second problem.

3.3.1 Variational formulation of problem (3.3)

In the sequel, we fix p, q > N , I = [0,+∞[, E will denote the Sobolev space W 1,p
0 (Ω) ×

W 1,q
0 (Ω) equipped with norm :

||(u, v)||= ||u||+||v||,

where

||u||= (

∫

Ω

(|∇u|p)dx) 1
p .

||v||= (

∫

Ω

(|∇v|q)dx) 1
q .

We define

||u||1= (

∫

Ω

(|∇u|p + a(x)|u|p)dx) 1
p ,

||v||2= (

∫

Ω

(|∇v|q + b(x)|v|q)dx) 1
q .

Put

k = max{supu∈W 1,p
0 (Ω)\{0}

maxx∈Ω|u(x)|p
||u||p , supv∈W 1,q

0 (Ω)\{0}

maxx∈Ω|v(x)|q
||v||q }.

Since p, q > N, then k < +∞.
In addition, from [34] one has :

supu∈W 1,p
0 (Ω)\{0}

maxx∈Ω|u|p
||u||p ≤ N−1/p

√
π

(Γ(1 +
N

2
))

1
N (

p− 1

p−N
)1−

1
pm(Ω)

1
N
− 1

p ,

and

supv∈W 1,q
0 (Ω)\{0}

maxx∈Ω|v|q
||v||q ≤ N−1/q

√
π

(Γ(1 +
N

2
))

1
N (

q − 1

q −N
)1−

1
qm(Ω)

1
N
− 1

q ,
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where Γ denotes the Gamma function and m(Ω) is the Lebesgue measure of the set Ω,
and equality occurs when Ω is a ball. Clearly,one has

||u||≤ ||u||1≤ (1 + (||a||∞m(Ω)k)
1
p ||u||,

and
||v||≤ ||v||2≤ (1 + (||b||∞m(Ω)k)

1
q ||v||.

Hence, In E the norm
||(u, v)||= ||u||1+||v||2,

is clearly equivalent to the usual one.
Now, we give the definition of solution of problem 3.3.

Definition 3.3.1. A weak solution of system 3.3 is any (u, v) ∈ W 1,p
0 (Ω)×W 1,q

0 (Ω) such
that :

∫

Ω

(|∇u|p−2∇u∇h1 + a|u|p−2uh1)dx+

∫

Ω

(|∇v|q−2∇v∇h2 + b|v|q−2vh2)dx− λ

∫

Ω

(fh1 + gh2)dx = 0,

∀(h1, h2) ∈ W 1,p
0 (Ω)×W 1,q

0 (Ω).

Let c > 0 we define :

K1(c) = {(t1, t2) ∈ R
2} :

|t1|p
p

+
|t1|p
p

≤ c}.

Next, we put:

K(x, t1, v(x)) =

∫ t1

0

f(x, ξ, v(x)) dξ,

E(x, u(x), t2) =

∫ t2

0

g(x, u(x), η)dη,

w(x, u, v) = E(x, u(x), v(x)) +K(x, u(x), v(x)).

For each (u, v) ∈ E, we define the operators ϕ and ψ,

ϕ(u, v) =
||u||p1
p

+
||v||q2
q

,

and

ψ(u, v) = −
∫

Ω

w(x, u, v) dx.

By the definition of ϕ and ψ, they are well defined and continuously Gâteaux differ-
entiable with :

• ϕ′(u, v)(h1, h2) =
∫

Ω
(|∇u|p−2∇u∇h1+a|u|p−2uh1) dx+

∫

Ω
(|∇v|q−2∇v∇h2+b|v|q−2vh2) dx.

• ψ′(u, v)(h1, h2) = −
∫

Ω
(f(x, u, v)h1 + g(x, u, v)h2) dx.

Hence, a critical point for the functional ψ + λϕ is any u ∈ E verified :

(ϕ′(u) + λψ′(u)) = 0.

We can observe that each critical point for the functional ψ + λϕ is exactly the weak
solution of Problem 3.3.
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3.3.2 Main result and Proof

In this step, we state the following main result.

Theorem 3.2. Let f and f : Ω×R
2 → R be a functions such that f(., t1, t2), g(., t1, t2)

are continuous in Ω ,∀(t1, t2) ∈ R
2, f(x, ., .), g(x, ., .) is C1 in R

2 and exist two
positives constants γ, β such that γ < p , β < q , and a positive function η ∈ L1 such
that:

(i) w(x, t1, t2) ≥ 0, ∀x ∈ Ω and ∀(t1, t2) ∈ R
2,

(ii) There exist a positive constant r and a function (u1, v1) ∈ X such that

||u1||p1
p

+
||v1||q2
q

> r,

and
∫

Ω
sup(t1,t2)∈K1(kr)w(x, t1, t2) dx

r
<

∫

Ω
w(x, u, v) dx
||u||p1
p

+
||v||q2
q

,

(iii)
w(x, t1, t2) ≤ η(x)(1 + |t1|γ+|t2|β), ∀x ∈ Ω and ∀(t1, t2) ∈ R

2,

then there exists an open interval Λ ⊆ [0,+∞[ and a positive real nuumber ρ such
that, ∀λ ∈ Λ, problem admits at least three solution in X whose norms are less than
ρ.

Proof. To prove Theorem 3.2, we will verified that conditions of Recerri’s Theorem 2.7
are satisfied.
First, we will check some proprieties about the operators ϕ and ψ.

• ϕ′ admits an inverse :
Indeed, since ϕ(u) is well defined and continuously Gâteaux differentiable, it follow
that ϕ′(u) is continuous, thanks to proposition 3.1.1 which assume that ϕ′(u) is
continuous on E∗.

• ϕ′ is monotone :
Indeed, using the inequality in [7], noting <.,.> the usual product in R

2 ( N ≥ 2),
for p≥ 2 there exists a positive constant C(p,q) such that :

< ϕ′(u1, v1)− ϕ′(u2, v2), (u1 − u2, v1 − v2) > ≥ C(p,q)(||u1 − u2||p1+||v1 − v2||q2) > 0 ,

∀(u1, u2), (v1, v2) ∈ E.

Which means that also ϕ′ is strictly monotone. Moreover ϕ′ is coercive and hemi-
continuous on E.

From all these points and proposition 2.1.1, we obtain that ϕ′ is sequentially weakly lower
semi-continuous and bounded on each bounded subset of E.

• ψ′ is sequentially upper continuous, with a compact derivative:
As well as ψ is sequentially upper semi-continuous by the assumptions of f, g.
We fix (u, v) ∈ E, assume that :

(un, vn)⇀ (u, v) weakly in E as n→ +∞.
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Then

(un, vn) −→ (u, v) strongly in C(Ω).

Since the functions f(x, ., .), g(x, ., .) are in C1(R2), ∀x ∈ Ω.
So, its continuous in R2, ∀x ∈ Ω, and we get that

f(x, un, vn) −→ f(x, u, v),

g(x, un, vn) −→ g(x, u, v)

strongly as n→ +∞.
By the Lebesgue control convergence theorem,

ψ′(un, vn) −→ ψ′(u, v) strongly as n→ +∞,

which means that ψ′ is strongly continuous, then it is a compact operator.

Consequently, ψ is well defined, sequentially upper continuous, with a compact
derivative ψ′ : X → X∗.

ϕ(u, v) + λψ(u, v) is coercive:
Indeed, thanks to (iii) of Theorem 3.2,

ϕ(u, v) + λψ(u, v) =
||u||p1
p

+
||v||q2
q

− λ

∫

Ω

w(x, u, v) dx

≥ ||u||p1
p

+
||v||q2
q

− λ

∫

Ω

η(x)(1 + |u|γ + |v|β) dx

≥ ||u||p1
p

+
||v||q2
q

− λ

∫

Ω

η(x) dx− λ

∫

Ω

η(x)|u|γ dx− λ

∫

Ω

η(x)|v|β dx

≥ ||u||p1
p

+
||v||q2
q

− λ||η||L1
(Ω)

−λ||η||L1
(Ω)

||u||γ∞−λ||η||L1
(Ω)

||v||β∞

≥ ||u||p1
p

+
||v||q2
q

− λ||η||L1
(Ω)

−λcγ∞||η||L1
(Ω)

||u||γ1−λdβ∞||η||L1
(Ω)

||v||β2

≥ ||u||p1
p

+
||v||q2
q

− λ||η||L1
(Ω)

−a||u||γ1−b||v||β2 ,

where cγ∞, d
β
∞, a and b are constants, and since γ < p, β < q, then we have for each λ ≥ 0,

on has that :

lim
||(u,v)||→+∞

(ϕ(u, v) + λψ(u, v)) = +∞,

and so the assumption (D1) of Theorem 2.7 is verified.
Next, we will prove that assumption (D2) 2.7 is also satisfied .
To do that we need the help of proposition 3.1, taken r > 0.
We obtain from the definition of k that

supx∈Ω|u(x)|p ≤ k||u||p,

and

sup x∈Ω|v(x)|p ≤ k||v||q.
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Then for (u, v) ∈ X, then we have :

ϕ−1(]−∞, r]) = {(u, v) ∈ X;ϕ(u, v) ≤ r} =

{

(u, v) ∈ X;
||u||p1
p

+
||v||q2
q

≤ r

}

⊆
{

(u, v) ∈ X;
|u|p
p

+
|v|q
q

≤ kr

}

,

and it follows that

sup(u,v)∈ϕ−1(]−∞,r])(−ψ(u, v)) = supϕ−1(]−∞,r])

∫

Ω

w(x, u(x), v(x)) dx

≤
∫

sup(t1,t2)∈K1(kr)w(x, t1, t2) dx.

Therefore from (ii) of Theorem 3.2, we have

sup(u,v)∈ϕ−1(]−∞,r])(−ψ(u, v)) = supϕ−1(]−∞,r])

∫

Ω

w(x, u(x), v(x)) dx

≤
∫

sup(t1,t2)∈K1(kr)w(x, t1, t2) dx

< r

∫

Ω
w(x, u(x), v(x)) dx

|u|p

p
+ |v|q

q

= r
−ψ(u, v)
ϕ(u, v)

.

Then, one has

sup(u,v)∈ϕ−1(]−∞,r])(−ψ(u, v)) < r
−ψ(u, v)
ϕ(u, v)

.

The assumption (A2) of proposition3.1 is satisfied.

Let x0 = (0, 0), x1 = (u1, v1), by the definition of w, it easy to verify that :

ϕ(x0) = −ψ(x0) = 0, ϕ(x1) =
||u1||

p
1

p
+

||v1||
q
2

q
> r.

At this point the assumption (A1) of proposition 3.1 is satisfied.
Then for each ρ satisfying :

sup(u,v)∈ϕ−1(]−∞,r])(−ψ(u, v)) < ρ < r
−ψ(u, v)
ϕ(u, v)

,

we define :
h(λ) = λρ, ∀λ ≥ 0.

By proposition 3.1, we obtains :

sup
λ≥0

inf
u∈X

(ϕ(u) + λψ(u) + h(λ)) < inf
u∈X

sup
λ≥0

(ϕ(u) + λψ(u) + h(λ)).

So (D2) of Theorem 2.7 holds.
At this step, we can see that all the hypotheses of Theorem 2.7 are fulfilled. We can
deduce that there exist an open interval Λ ⊆ [0,+∞] and a positive constant ρ such that
for any λ ∈ Λ. The problem 3.3 has at least three weak solutions whose norms are less
than ρ.



Conclusion

In this thesis, we studied two quasilinear elliptic problems involving the Laplacian
and (p, q)-Laplacian. By using variational approach based on critical point theorem,
we established existence and multiplicity of solutions of studied problems. We used
specifically Ricceri’s theroem.
In futur works, we plan to investigate the existence and multiplicity for similar problems
by applying the latter improved versions of Ricceri’s theorem.
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Abstract 

In this thesis, we study the existence and multiplicity of solutions for 

quasilinear Dirichlet problems associated to Laplacian operators.  We 

use variational approach, based on Three critical point theorem. 

Key words : quasilinear Dirichet problem, existence and multiplicity 

of solutions, Variational method, Three critical point theorem. 

Résumé 

Ce mémoire traite des questions d'existence et de multiplicité de 

solutions pour des problèmes de Dirichlet quasi-linéaires associés à 

des opérateurs Laplaciens. L'approche utilisée est variationnelle, 

basée sur l'application du théorème des trois points critiques. 

Mots clés : Problème de Dirichlet quasi-linéaire, existence et 

multiplicité de solutions, méthode variationnelle, Théorème des trois 

points critiques. 

 ملخص

ΎقشنΎالمذكرة هذه في ن ΔليΎول وتعدد وجود اشكϠئل من لصنف الحΎالمس Δالشبه الحدي Δخطي 
Δن، المرتبطΎلمؤثرلباصيΎب ϙوذل ϡستخداΎب ΏليΎأس Εفي معتمدين التغيرا ϙى ذلϠغ Δنظري 

٠الثاثΔ الحرجΔ النΎϘط  

Εالكلما Δالمفتاحي: ΔلΎمس Δشبه حدي ،Δول، وتعدد وجود  خطيϠالح  ΏليΎأس ،Εالتغيرا 
Δط نظريΎϘالن Δالحرج Δ٠الثاث . 
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