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Abstract

The objective of this thesis is to present both some results on the exis-
tence, stability and controllability of the solutions of some classes of frac-
tional diferential equations with delay and impulses in finite and infinite
dimensional Banch spaces.

We shall make us the notion of the measure of noncompactness, the
semigroup theory and the fixed point approach ;in particular we use the
banach contraction priciple, Schauder fixed point theorem, Darbo fixed
point theorem, Burton Kirk fixed point theorem.

Key words: Banach space, delay, fixed point, fractional differential equa-
tions,impulses, measure of noncompactness, semigroup, Ulam stability.

AMS Subject Classification : 26A33, 34A08, 34A37, 34G20, 34G25, 34K20,
34K30.
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Résumé

Cette thèse vise à présenter des résultats sur l’existence, la stabilité
et la contrôlabilité des solutions de certaines classes d’équations différen-
tielles fractionnaires avec retard et impulsions dans des espaces de Banach
de dimensions finies et infinies.

Nous utiliserons la théorie des semi-groupes, la mesure de la non-
compacité et l’approche du point fixe, en particulier le principe de con-
traction de Banach, le théorème du point fixe de Schauder, le théorème du
point fixe de Darbo et le théorème du point fixe de Burton-Kirk.

Mots clefs: Espace de Banach, Equations différentielles fractionnaires, Im-
pulsion, mesure de noncompacité, , Point fixe, Retard, Semi-groupe, Solu-
tion, stabilité au sens de Ulam.
Classification AMS: 26A33, 34A08, 34A37, 34G20, 34G25, 34K20, 34K30.
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Introduction

Fractional calculus and fractional differential equations have been
found in several areas of engineering, mathematics, physics, and other ap-
plied sciences [4], [5], [6], [25], [26], [122], [133]. Recently, in [1], [7] [93];
the authors studied the existence of solutions of Caputo’s fractional differ-
ential equations and inclusions, a considerable attention has been given to
the existence of solutions of initial and boundary value problems for frac-
tional differential equations and inclusions with Caputo fractional deriva-
tive; [5], [7], [40] [75].

A Fractional calculus has been a captivating field of study within func-
tional space theory for a significant period, attracting scholars owing to
its diverse range of applications across various disciplines. This domain
of research focuses on employing non-integer derivatives of fractional or-
der to model and comprehend complex natural phenomena. Some of the
noteworthy areas where fractional calculus has found use include electro-
chemistry and viscoelasticity.

The application of fractional derivatives has demonstrated efficacy in
extending the fundamental laws of nature, facilitating a more comprehen-
sive and nuanced comprehension of these processes. Moreover, fractional
calculus has been vital in capturing the memory and hereditary effects that
emerge in several systems, which traditional integer-order derivatives fail
to explain.

The use of fractional derivatives has proven to be an effective way of
generalizing the fundamental laws of nature, providing a more compre-
hensive and nuanced understanding of these processes. The fractional
calculus has been instrumental in capturing the memory and hereditary
effects that arise in many systems, which traditional integer-order deriva-
tives cannot account for. For those looking to develop into the subject, we
recommend reading [2], [4], [44] [52], [66], [73], [75], [91] and its referenced
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works. Recently in [92], Khalil et al. gave a novel definition of fractional
derivative which is a natural extension to the standard first derivative.

We note allso that the Fractional calculus is a highly effective tool in
applied mathematics, offering a means to investigate a wide range of prob-
lems in various scientific and engineering fields. Remarkable breakthroughs
have been made in mathematical physics, finance, hydrology, biophysics,
thermodynamics, control theory, statistical mechanics, astrophysics, cos-
mology, and bioengineering. In recent years, there has been significant
progress in both ordinary and partial fractional differential equations. For
further exploration, one can refer to the monographs by Abbas et al. [3],
[1], Benchohra et al. [42], Kilbas et al. [22], [133], the papers of [4, 5, 34],
and the references therein.

Concerning the stability problem Ulam initially introduced the topic of
stability in functional equations during a talk at Wisconsin University in
1940. The problem he presented was as follows: Under what conditions
does the existence of an additive mapping near an approximately additive
mapping hold? Hyers provided the first solution to Ulam’s question in
1941, specifically for the case of Banach spaces [18].

Considerable attention has been devoted to investigating Ulam-Hyers
and Ulam-Hyers-Rassias stability in various forms of functional equations,
as discussed in the monographs by [19, 20]. Ulam-Hyers stability in op-
eratorial equations and inclusions has been examined by Bota-Boriceanu
and Petrusel [13], Petru et al. [28], and Rus [31, 33]. Castro and Ramos
[14] explored Hyers-Ulam-Rassias stability for a specific class of Volterra
integral equations.

Wang et al. [39, 40] proposed Ulam stability for fractional differential
equations involving the Caputo derivative. For further historical insights
and recent developments in these stabilities, consult the monographs by
[19–21] and the papers by [21, 25, 31, 39, 40].

The study of differential equations with impulses was initially explored
by Milman and Myshkis [26]. In several fields such as physics, chemical
technology, population dynamics, and natural sciences, numerous phe-
nomena and evolutionary processes can undergo sudden changes or short-
term disturbances [24] and references therein. These brief disturbances
can be interpreted as impulses. Impulsive problems also arise in vari-
ous practical applications including communications, chemical technol-
ogy, mechanics (involving jump discontinuities in velocity), electrical en-
gineering, medicine, and biology. These perturbations can be perceived
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as impulses. For instance, in the periodic treatment of certain diseases,
impulses correspond to the administration of drug treatment. In environ-
mental sciences, impulses represent seasonal changes in water levels in
artificial reservoirs. Mathematical models involving impulsive differen-
tial equations and inclusions are used to describe these situations. Several
mathematical results, such as the existence of solutions and their asymp-
totic behavior, have been obtained thus far [10, 23, 24, 36] and references
therein. In [16,29,38] the authors studied some new classes of differential
equations with not instantaneous impulses. For more recent results we
refer, for instance to the book [9] and the papers [6–8,12].

Controllability theory is critical for understanding the behavior and
dynamics of abstract control systems. The basic goal of controllability is
to find a suitable control function that will allow us to direct the system’s
state towards a desired final state. The capacity to steer the system to
an exact end state is known as exact controllability, whereas approxima-
tion controllability allows us to direct the system to an arbitrarily small
neighborhood of the final state. As a result, approximation controllabil-
ity becomes more desired and applicable to real-world systems, which
frequently display some amount of uncertainty or imprecision. Many
researchers have studied the approximate or complete controllability of
control systems throughout the years, and various papers have been pub-
lished in this field (see references [7, 14, 39–41, 43, 45, 47, 47, 105–108] and
the references therein).

Let us now briefly describe the organization of this thesis.

We first give some general preliminaries and fixed point theorems.
In chapter 2 we first give preliminaries of the notion of q−calculus (quan-
tum calculus), the deformable fractional derivatives then we prove some
existence and Ulam stability results for the Cauchy problem of implicit
neutral fractional q−difference equation with finite delay of the form.{

u(t) = φ(t); t ∈ [−r, 0],
cDα

q (u(t)− h(t, ut)) = f(t, u(t),cDα
q (u(t)− h(t, ut))); t ∈ I := [0, T ],

where q ∈ (0, 1), α ∈ (0, 1], T, r > 0, φ ∈ C, h : I×C → R, f : I×R×R → R
are given continuous functions, cDα

q is the Caputo fractional q-difference
derivative of order α, and C := C([−r, 0],R) is the space of continuous
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functions on [−r, 0].

For any t ∈ I, we define ut by

ut(s) = u(t+ s), for s ∈ [−r, 0].

In Section 2.3, we consider the Cauchy problem of implicit neutral frac-
tional q-difference equation with infinite delay of the form.{

u(t) = φ(t); t ∈ (−∞, 0],
cDα

q (u(t)− h(t, ut)) = f(t, u(t),cDα
q (u(t)− h(t, ut))); t ∈ I,

where φ : (−∞, 0] → R, h : I × B → R, f : I × R× R → R are continuous
functions, and B is a phase space.

For any t ∈ I, we define ut ∈ B by

ut(s) = u(t+ s); for s ∈ (−∞, 0].

In Section 2.4, we study the Cauchy problem of implicit neutral fractional
q-difference equation with state-dependent delay of the form.{

u(t) = φ(t); t ∈ [−r, 0],
cDα

q (u(t)− h(t, uρ(t,ut))) = f(t, u(t),cDα
q (u(t)− h(t, uρ(t,ut)))); t ∈ I,

where φ ∈ C, ρ : I × C → R, h : I × C → R, f : I × R × R → R are given
continuous functions.

In Section 2.5, we treat the last Cauchy problem of implicit neutral frac-
tional q-difference equation with state dependent delay of the form.{

u(t) = φ(t); t ∈ (−∞, 0],
cDα

q (u(t)− h(t, uρ(t,ut))) = f(t, u(t),cDα
q (u(t)− h(t, uρ(t,ut)))); t ∈ I,

where φ : (−∞, 0] → R, ρ : I × B → R, h : I × B → R, f : I × R× R → R
are given continuous functions.
In Chapter 3 we present an existence results of the problem.{

(Dγ
0ξ) (ζ) = ℵ (ζ, ξ(ζ),Dγ

0ξ(ζ)) , ζ ∈ ∇ := [0, ϖ],

ıξ(0) + ȷξ(ϖ) = ϱ,



5

where Dγ
0ξ(ζ) is the deformable fractional derivative starting from the ini-

tial time 0 of the function ℵ of order γ ∈ (0, 1), ℵ : ∇ × R × R → R is
a continuous function 0 < ϖ < +∞ and ı, ȷ, ϱ are real constants where
ı+ ȷe

−χ
γ

ϖ ̸= 0.

In Chapter 4, we present two results on existence and uniqueness of
the problem. {

C
0 T̃ϑy(t) = f

(
t, y(t), C0 T̃ϑy(t)

)
, t ∈ [0, T ],

y(0) = 0,

where 0 < ϑ < 1, C
0 T̃ϑ is the improved Caputo-type conformable fractional

derivative of order ϑ defined in [69], I := [0, T ], f : I × R × R → R is a
given function such that f(t, 0, 0) ̸= 0 for all t ∈ I .

In chapter 5, we investigate the uniqueness and Ulam-Hyers-Rassias
stability of the following abstract impulsive fractional differential equa-
tions with finite delay of the form.

cDζ
δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χϑ); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ [−κ2, 0],

where ℑ0 := [0, ϑ1], ℑ̂ȷ := (ϑȷ, δȷ], ℑȷ := (δȷ, ϑȷ+1]; ȷ = 1, . . . , ω, cDζ
δȷ

is the
fractional Caputo derivative of order ζ ∈ (0, 1], 0 = δ0 < ϑ1 ≤ δ1 ≤ ϑ2 <
· · · < δω−1 ≤ ϑω ≤ δω ≤ ϑω+1 = κ1, κ2, κ1 > 0, ℵ : ℑȷ × C → Ξ; ȷ =

0, . . . , ω, ℵ̂ȷ : ℑ̂ȷ × Ξ → Ξ; ȷ = 1, . . . , ω, ℘ : [−κ2, 0] → Ξ are continuous
functions, Ξ is a Banach space, Θ is the infinitesimal generator of a compact
analytic semigroup of uniformly bounded linear operators {H(ϑ); ϑ > 0}
in Ξ and C is the Banach space defined by

C = Cκ2 = {χ : [−κ2, 0] → Ξ : continuous and there exist εȷ ∈ (−κ2, 0);
ȷ = 1, . . . , ω, such that χ(ε−ȷ ) and χ(ε+ȷ ) exist with χ(ε−ȷ ) = χ(εȷ)

}
,

with the norm
∥χ∥C = sup

ϑ∈[−κ2,0]

∥χ(ϑ)∥Ξ.
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We denote by χϑ the element of C defined by

χϑ(ε) = χ(ϑ+ ε); ε ∈ [−κ2, 0],

here χϑ(·) represents the history of the state from time ϑ − κ2 up to the
present time ϑ.

In section 5.5, we consider the abstract impulsive fractional differential
equations with infinite delay of the form.

cDζ
δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χϑ); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ R− := (−∞, 0],

where Θ and ℵ̂ȷ; ȷ = 1, . . . , ω are as in problem (5.1), ℵ : ℑȷ × k → Ξ; ȷ =
0, . . . , ω, ℘ : R− → Ξ are given continuous functions, and k is called a
phase space that will be specified in Section 5.4.

The third problem is the abstract impulsive fractional differential equa-
tions with state-dependent delay and it is in section 5.6.


cDζ

δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χρ(ϑ,χϑ)); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ [−κ2, 0],

where Θ, ℵ, ℘ and ℵ̂ȷ; ȷ = 1, . . . , ω are as in problem (5.1) and ρ : ℑȷ×C →
R; ȷ = 0, . . . , ω, is a given continuous function.

The fourth problem is in section 5.6, where we consider the abstract
impulsive fractional differential equations with state-dependent delay of
the form.

cDζ
δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χρ(ϑ,χϑ)); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ R−,

where Θ,ℵ, ℘ and ℵ̂ȷ; ȷ = 1, . . . , ω are as in problem (5.2) and ρ : ℑȷ × k →
R; ȷ = 0, . . . , ω, is a given continuous function.
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Finally in chapter 6, we discuss the approximate controllability and
complete controllability for second-order Integro-differential equations with
state-dependent delay described in the form.

 ϑ′′(ς) = A(ς)ϑ(ς) +K
(
ς, ϑρ(ς,ϑς), (Ψϑ)(ς)

)
+
∫ ς

0
Υ(ς, s)ϑ(s)ds+ Pu(ς), if ς ∈ J,

ϑ′(0) = ζ0 ∈ E, ϑ(ς) = Φ(ς), if ς ∈ R−,

where J = [0, T ], A(ς) : D(A(ς)) ⊂ E → E, Υ(ς, s) are closed linear op-
erators on E, with dense domain D(A(ς)), which is independent of t, and
D(A(s)) ⊂ D(Υ(ς, s)), the operator Ψ is defined by

(Ψϑ)(ς) =

∫ T

0

Ξ(ς, s, ϑ(s))ds, a > 0,

the nonlinear terms Ξ : J × J × E → E, K : J × B × E → E, Φ : R− → E,
ρ : J × B → (−∞,∞), are a given functions, the control function u is give
function in L2(J, U) Banach space of admissible control with U as a Banach
space. P is a bounded linear operator from U into E, and (E, ∥ · ∥) is a Ba-
nach space.

We illustrate our main results with examples.



Chapter 1

Preliminaries

1.1 Introduction

In this chapter, we give some general definitions that are useful in our
thesis, we give also some fixed point theorems.

1.2 Definitions and notations

Let (C(I), ∥ · ∥∞) be the Banach space of continuous functions v : I → R
with norm

∥v∥∞ := sup
t∈I

|v(t)|,

and let L1(I) be the space of measurable functions v : I → R which are
Lebesgue integrable with the norm

∥v∥1 =
∫
I

|v(t)|dt.

Definition 1.2.1. [109] A function f : R → E is called strongly measurable
if there exists a sequence of simple functions (fn)n such that

lim
n→∞

|fn(t)− f(t)| = 0.

Definition 1.2.2. [109] A function f : R → E is said Bochner integrable
on J if it is strongly measurable and such that

lim
n→∞

∫
R
|fn(t)− f(t)|dt = 0

8



1.2 Definitions and notations 9

for any sequence of simple functions (fn)n.

Theorem 1.2.1. [109] A strongly measurable function f : R → E is Bochner
integrable if and only if |f | is measurable.

The reader can find the Bochner integral in many books, e.g. [109,132].

Definition 1.2.3. [30] A map f : I × E → E is Carathéodory if

(i) t 7−→ f(t, y) is measurable for all y ∈ E, and

(ii) y 7−→ f(t, y) is continuous for almost each t ∈ I .

If, in addition,

(iii) for each r > 0, there exists gr ∈ L1(I,R+) such that

|f(t, y) ≤ gr(t) for all |y| ≤ r and almost each t ∈ I,

then we say that the map is L1-Carathéodory.

Definition 1.2.4. [30] Let X be a Banach space and ΩX the bounded sub-
sets of X. The Kuratowski measure of noncompactness is the map µ :
ΩE → [0,∞] defined by

µ(B) = inf{ϵ > 0 : B ⊆ ∪n
i=1Bi and diam(Bi) ≤ ϵ}; where B ⊂ ΩX ,

and
diam(Bi) = sup{∥u− v∥E : u, v ∈ Bi},

where µ satisfies the following properties.

• µ(B) = 0 if and only if B is compact (regularity).

• µ(B) = µ(B), invariance under closure.

• µ(B1 ∪B2) = max{µ(B1), µ(B2)} (semi-additivity).

• A ∪B =⇒ µ(A) ≤ µ(B).

• µ(A+B) ≤ µ(A) + µ(B).

• µ(cB) = |c|µ(B), c ∈ R.
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• µ(conB) = µ(B).

B denotes the closure and con denotes the convex hull of the bounded
set B.

Lemma 1.2.1. [62] If Y is a bounded subset of a Banach space X , then for each
ϵ > 0, there is a sequence {yk}∞k=1 ⊂ Y such that

µ(Y ) ≤ 2µ ({yk}∞k=1) + ϵ.

Lemma 1.2.2. [110] If {yk}∞k=0 ⊂ L1 is uniformly integrable, then the function
ς → α({yk(ς)}∞k=0) is measurable and

µ

({∫ ς

0

yk(s)ds

}∞

k=0

)
≤ 2

∫ ς

0

µ

(
{yk(s)}∞k=0

)
ds.

1.3 Fixed Point Theorems

Fixed point theory plays an important role in our existence results, there-
fore we state the following fixed point theorems.

Theorem 1.3.1 (Schauder’s fixed point theorem, [63]). Let C be a nonempty
closed convex bounded subset of a Banach space E. Then every continuous com-
pact mapping T : C → C has a fixed point.

Theorem 1.3.2 (Burton-Kirk’s fixed point theorem [20]). LetX Banach space,
and A,B : X → X two operators. Suppose that B is a contraction and A a com-
pact operator. Then either

(i) x = λB
(
x
λ

)
+ λAx has a solution for λ = 1, or

(ii) the set {x ∈ X : x = λB
(
x
λ

)
+ λAx, λ ∈ (0, 1)} is unbounded.

Theorem 1.3.3. (Krasnoselskii fixed point theorem) [12, 15] Let M be a closed
convex and nonempty subset of a Banach space X. Let A and B be two operators
such that

(i) Ax+By ∈M whenever x, y ∈M ;

(ii) A is compact and continuous;

(iii) B is a contraction mapping.
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Then there exists z ∈M such that z = Az +Bz.

Theorem 1.3.4 (Darbo’s fixed point theorem, [55]). Let Ω be a nonempty,
bounded, closed and convex subset of a Banach space X and let T : Ω → Ω be a
continuous mapping. Assume that there exists a constant k ∈ [0, 1), such that,
for all subset M of Ω.

µ(TM) ≤ kµ(M),

where µ is the measure of non-compactenss of Kuratowski . Then, T has a fixed
point in set Ω.

Let B be any bounded subset of a Banach space E, the Kuratowski measure of non-
compactness of B, µ(B) is defined as the infimum of those ε > 0 such that B can be
covered with a finite number of subsets of B having diameter less or equal to ε



Chapter 2

Neutral Implicit Fractional
q-Difference Equations with
Delay(1)

2.1 Introduction

In this chapter, we will treat the existence results and stability for four
classes of implicit neutral fractional q−difference equations with delay.{

u(t) = φ(t); t ∈ [−r, 0],
cDα

q (u(t)− h(t, ut)) = f(t, u(t),cDα
q (u(t)− h(t, ut))); t ∈ I := [0, T ],

(2.1)
where q ∈ (0, 1), α ∈ (0, 1], T, r > 0, φ ∈ C, h : I×C → R, f : I×R×R → R
are given continuous functions, cDα

q is the Caputo fractional q-difference
derivative of order α, and C := C([−r, 0],R) is the space of continuous
functions on [−r, 0].

For any t ∈ I, we define ut by

ut(s) = u(t+ s), for s ∈ [−r, 0].
(1) [35] A. Benchaib, A. Salim, S. Abbas and M. Benchohra, Qualitative Analysis of

Neutral Implicit Fractional q−Difference Equations with Delay, Differential Equation and
Application, 2024, 16, 19-38.

12
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u(t) = φ(t); t ∈ (−∞, 0],
cDα

q (u(t)− h(t, ut)) = f(t, u(t),cDα
q (u(t)− h(t, ut))); t ∈ I,

(2.2)

where φ : (−∞, 0] → R, h : I × B → R, f : I × R× R → R are continuous
functions, and B is a phase space.

For any t ∈ I, we define ut ∈ B by

ut(s) = u(t+ s); for s ∈ (−∞, 0].{
u(t) = φ(t); t ∈ [−r, 0],
cDα

q (u(t)− h(t, uρ(t,ut))) = f(t, u(t),cDα
q (u(t)− h(t, uρ(t,ut)))); t ∈ I,

(2.3)
where φ ∈ C, ρ : I × C → R, h : I × C → R, f : I × R × R → R are given
continuous functions.{

u(t) = φ(t); t ∈ (−∞, 0],
cDα

q (u(t)− h(t, uρ(t,ut))) = f(t, u(t),cDα
q (u(t)− h(t, uρ(t,ut)))); t ∈ I,

(2.4)
where φ : (−∞, 0] → R, ρ : I × B → R, h : I × B → R, f : I × R × R →
R are given continuous functions. Some techniques are made of a fixed
point theorem do to Krasnoselskii in Banach spaces, and the notion of the
stability of Ulam kind.

2.2 Preliminaries

Let us recall some definitions and properties of fractional q−calculus. For
a ∈ R, 0 < q < 1 we set

[a]q =
1− qa

1− q
.

Definition 2.2.1. [96] The q analogue of the power (a− b)n is defined by

(a− b)(0) = 1, (a− b)(n) = Πn−1
k=0(a− bqk); a, b ∈ R, n ∈ N.

In general, we define

(a− b)(α) = aαΠ∞
k=0

(
a− bqk

a− bqk+α

)
; a, b, α ∈ R.
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Note that if b = 0, then a(α) = aα.

Definition 2.2.2. [96] The q-gamma function of ξ ∈ R−{0,−1,−2, . . .}; is
defined by

Γq(ξ) =
(1− q)(ξ−1)

(1− q)ξ−1
.

Notice that Γq(1 + ξ) = [ξ]qΓq(ξ).

Definition 2.2.3. [96] The q-derivative of order n ∈ N of a function u :
I → R is defined by (D0

qu)(t) = u(t),

(Dqu)(t) := (D1
qu)(t) =

u(t)− u(qt)

(1− q)t
; t ̸= 0, (Dqu)(0) = lim

t→0
(Dqu)(t),

and
(Dn

q u)(t) = (DqD
n−1
q u)(t); t ∈ I, n ∈ {1, 2, . . .}.

Set It := {tqn : n ∈ N} ∪ {0}.

Definition 2.2.4. [96] The q-integral of a function u : It → R is defined by

(Iqu)(t) =

∫ t

0

u(s)dqs =
∞∑
n=0

t(1− q)qnu(tqn),

provided that the series converges.

Notice that (DqIqu)(t) = u(t), and if u is continuous at 0, then

u(t) = u(0) + (IqDqu)(t).

Definition 2.2.5. [9] The Riemann-Liouville fractional q-integral of order
α ∈ R+ := [0,∞) of a function u : I → R is defined by (I0qu)(t) = u(t), and

(Iαq u)(t) =

∫ t

0

(t− qs)(α−1)

Γq(α)
u(s)dqs; t ∈ I.

Lemma 2.2.1. [118] For α ∈ R+ and λ ∈ (−1,∞), we have

(Iαq (t− a)(λ))(t) =
Γq(1 + λ)

Γq(1 + λ+ α)
(t− a)(λ+α); 0 < a < t < T.
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In particular, we have

(Iαq 1)(t) =
t(α)

Γq(1 + α)
=

tα

Γq(1 + α)
.

Definition 2.2.6. [119] The Riemann-Liouville fractional q-derivative of
order α ∈ R+ of a function u : I → R is defined by (D0

qu)(t) = u(t), and

(Dα
q u)(t) = (D[α]+1

q I [α]+1−α
q u)(t); t ∈ I,

where [α] denotes the integer part of α.

Definition 2.2.7. [119] The Caputo fractional q-derivative of order α ∈ R+

of a function u : I → R is defined by (CD0
qu)(t) = u(t), and

(CDα
q u)(t) = (I [α]−α

q D[α]
q u)(t); t ∈ I.

Lemma 2.2.2. [119] Let α ∈ R+. Then the following equality holds:

(Iαq
CDα

q u)(t) = u(t)−
[α]−1∑
k=0

tk

Γq(1 + k)
(Dk

qu)(0).

In particular, if α ∈ (0, 1), then

(Iαq
CDα

q u)(t) = u(t)− u(0).

From the above Lemma, and in order to define the solution for the
problem 2.1. We conclude the following Lemma

Lemma 2.2.3. Let h : I ×C → R, f : I ×R×R → R such that h(·, w) ∈ C(I)
and f(·, u, v) ∈ C(I), for each w ∈ C, and u, v ∈ R. Then the problem (2.1) is
equivalent to the problem of obtaining the solutions of the integral equation{

u(t) = φ(t); t ∈ [−r, 0],
g(t) = f(t, h(t, ut) + φ(0)− h(0, u0) + (Iαq g)(t), g(t)); t ∈ I,

and if g(·) ∈ C(I), is the solution of this equation, then{
u(t) = φ(t); t ∈ [−r, 0],
u(t) = h(t, ut) + φ(0)− h(0, u0) + (Iαq g)(t); t ∈ I.
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From lemma 2.2.3, we conclude the following corollary:

Corollary 2.2.1. The solutions of the problem (2.1) are the fixed points of the
operator N : C([−r, T ]) → C([−r, T ]) defined by{

(Nu)(t) = φ(t); t ∈ [−r, 0],
(Nu)(t) = h(t, ut) + φ(0)− h(0, u0) + (Iαq g)(t); t ∈ I,

(2.5)

where g ∈ C(I) such that

g(t) = f(t, u(t), g(t)),

or
g(t) = f(t, h(t, ut) + φ(0)− h(0, u0) + (Iαq g)(t), g(t)).

Let ϵ > 0 and Φ : I → R be a continuous and positive function. We put
the following inequalities

|(Nu)(t)− u(t)| ≤ ϵ; t ∈ I. (2.6)

|(Nu)(t)− u(t)| ≤ Φ(t); t ∈ I. (2.7)

|(Nu)(t)− u(t)| ≤ ϵΦ(t); t ∈ I. (2.8)

Definition 2.2.8. [6, 121] The problem (2.1) is Ulam-Hyers stable if there
exists a real number cN > 0 such that for each ϵ > 0 and for each solution
u ∈ C(I) of the inequality (2.6) there exists a solution v ∈ C(I) of the
problem (2.1) with

|u(t)− v(t)| ≤ ϵcN ; t ∈ I.

Definition 2.2.9. [6,121] The problem (2.1) is generalized Ulam-Hyers sta-
ble if there exists cN : C(R+,R+) with cN(0) = 0 such that for each ϵ > 0
and for each solution u ∈ C(I) of the inequality (2.6) there exists a solution
v ∈ C(I) of (2.1) with

|u(t)− v(t)| ≤ cN(ϵ); t ∈ I.

Definition 2.2.10. [6,121] The problem (2.1) is Ulam-Hyers-Rassias stable
with respect to Φ if there exists a real number cN,Φ > 0 such that for each
ϵ > 0 and for each solution u ∈ C(I) of the inequality (2.8) there exists a
solution v ∈ C(I) of (2.1) with

|u(t)− v(t)| ≤ ϵcN,ΦΦ(t); t ∈ I.



2.2 Preliminaries 17

Definition 2.2.11. [6, 121] The problem (2.1) is generalized Ulam-Hyers-
Rassias stable with respect to Φ if there exists a real number cN,Φ > 0 such
that for each solution u ∈ C(I) of the inequality (2.7) there exists a solution
v ∈ C(I) of (2.1) with

|u(t)− v(t)| ≤ cN,ΦΦ(t); t ∈ I.

Remark 2.2.1. (i) Definition 2.2.8 ⇒ Definition 2.2.9,

(ii) Definition 2.2.10 ⇒ Definition 2.2.11,

(iii) Definition 2.2.10 for Φ(·) = 1 ⇒ Definition 2.2.8.

One can have similar remarks for the inequalities (2.6) and (2.8).

Let (B, ∥·∥B) be a phase space. It is a semi-normed linear space of func-
tions mapping (−∞, 0] into R, and satisfying the following fundamental
axioms introduced by Hale and Kato [73]:

(A1) If z : (−∞, T ] → R continuous on I and zt ∈ B, for all t ∈ (−∞, 0],
then there are constants H,K,M > 0 such that for any t ∈ I, the
following conditions hold:

(i) zt is in B;

(ii) ∥z(t)∥ ≤ H∥zt∥B,

(iii) ∥zt∥B ≤ K sups∈[0,t] ∥z(s)∥+M sups∈(−∞,0] ∥zs∥B,

(A2) For the function z(·) in (A1), zt is a B-valued continuous function on
I.

(A3) The space B is complete.

Example 2.2.1. Let B be the set of all functions ϕ : (−∞, 0] → R which are
continuous on [−r, 0], r ≥ 0, with the semi-norm

∥ϕ∥B = sup
t∈[−r,0]

∥ϕ(t)∥.

Then we have H = K = M = 1. The quotient space B̂ = B/∥ · ∥B is
isometric to the space C([−r, 0],R) of all continuous functions from [−r, 0]
into R with the supremum norm, this means that functional differential
equations with finite delay are included in our axiomatic model.
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2.3 Existence and Stability Results with Finite De-
lay

We prove in this section some existence and Ulam stability results for the
Cauchy problem of implicit fractional q−difference equation with finite
delay

Let C := C([−r, T ],R) denotes the Banach space of continuous func-
tions from [−r, T ] into R with the norm

∥u∥C := sup
t∈[−r,T ]

|u(t)|.

We start by defining solution of the problem (2.1).

Definition 2.3.1. A solution of the problem (2.1) is a function u ∈ C that
satisfies the initial condition u(t) = φ(t) on [−r, 0], and the equation cDα

q (u(t)−
h(t, u(t)) = f(t, ut, (

cDα
q u)(t)) on I.

We will need to introduce the following hypotheses which are assumed
there after:

(H1) The function h satisfies the Lipschitz condition:

|h(t, u)− h(t, v)| ≤ ϕ∥u− v∥C,

for t ∈ I and u, v ∈ C, where 0 < ϕ < 1.

(H2) There exist continuous functions p, d, r : I → R+ with r(t) < 1 such
that

|f(t, u, v)| ≤ p(t) + d(t)|u|+ r(t)|v|, for each t ∈ I and u, v ∈ R.

Theorem 2.3.1. Suppose that the hypotheses (H1), (H2), and the condition

2ϕ+
Tαd∗

(1− r∗)Γq(1 + α)
< 1,

hold. Then the problem (2.1) has at least one solution defined on [−r, T ].

Proof. Consider the operators A,B : C([−r, T ]) → C([−r, T ]) defined by{
(Au)(t) = 0; t ∈ [−r, 0],
(Au)(t) = φ(0)− h(0, u0) + (Iαq g)(t); t ∈ I,

(2.9)
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where g ∈ C(I) with g(t) = f(t, u(t), g(t)), and{
(Bu)(t) = φ(t); t ∈ [−r, 0],
(Bu)(t) = h(t, ut); t ∈ I.

(2.10)

Set

R ≥ max

φ∗,

2h∗ + φ∗ +
Tα(p∗ + d∗R)

(1− r∗)Γq(1 + α)

1− 2ϕ− Tαd∗

(1− r∗)Γq(1 + α)

 ,

and let BR = {u ∈ C([−r, T ]) : ∥u∥C ≤ R} be the closed and convex ball in
C.
We shall prove in three steps that A and B satisfy the conditions of the
Theorem 1.3.3.

Step 1. Au+Bv ∈ BR whenever u, v ∈ BR.
Let u, v ∈ BR. Then, for each t ∈ [−r, 0] we have

|Au(t) +Bv(t)| = φ(t) ≤ φ∗ ≤ R,

and for each t ∈ I, we have

|(Au)(t)+(Bv)(t)| ≤ |h(t, vt)|+ |φ(0)|+ |h(0, u0)|+
∫ t

0

(t− qs)(α−1)

Γq(α)
|g(s)|dqs,

where g ∈ C(I) with
g(t) = f(t, u(t), g(t)).

By using (H2), for each t ∈ I we have

|g(t)| ≤ p(t) + d(t)|u(t)|+ r(t)|g(t)|
≤ p∗ + d∗R + r∗|g(t)|.

This gives

|g(t)| ≤ p∗ + d∗R

1− r∗
.
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Thus

∥A(u) +B(v)∥∞ ≤ |φ(0)|+ |h(0, 0)|+ |h(0, u0)− h(0, 0)|+ Tα(p∗ + d∗R)

(1− r∗)Γq(1 + α)
+ |h(t, vt)− h(t, 0)|+ |h(t, 0)|

≤ φ∗ + h∗ + ϕ∥u0∥C +
Tα(p∗ + d∗R)

(1− r∗)Γq(1 + α)
+ ϕ∥vt∥C + h∗

≤ φ∗ + h∗ + ϕR +
Tα(p∗ + d∗R)

(1− r∗)Γq(1 + α)
+ ϕR + h∗

= 2h∗ + φ∗ +
Tα(p∗ + d∗R)

(1− r∗)Γq(1 + α)
+R

(
2ϕ+

Tαd∗

(1− r∗)Γq(1 + α)

)
≤ R.

Hence, we get
∥A(u) +B(v)∥C ≤ R.

This proves that Au+Bv ∈ BR whenever u, v ∈ BR.

Step 2. A : BR → BR is compact and continuous.

Claim 1. A is continuous.
Let {un}n∈N be a sequence such that un → u in BR. Then we have

|(Aun)(t)− (Au)(t)| ≤
∫ t

0

(t− qs)(α−1)

Γq(α)
|(gn(s)− g(s))|dqs; t ∈ I,

where gn, g ∈ C(I) such that

gn(t) = f(t, un(t), gn(t)),

and
g(t) = f(t, u(t), g(t)).

Since un → u as n→ ∞ and f is continuous, we get

gn(t) → g(t) as n→ ∞, for each t ∈ I.

Hence

∥A(un)− A(u)∥∞ ≤ p∗ + d∗R

1− r∗
∥gn − g∥∞ → 0 as n→ ∞.

Claim 2. A(BR) is bounded and equicontinuous.
We haveA(BR) ⊂ BR andBR is bounded, thusA(BR) is bounded. Next,let
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t1, t2 ∈ I , such that t1 < t2 and let u ∈ BR. Then, there exists g ∈ C(I) with
g(t) = f(t, u(t), g(t)), such that

|(Au)(t1)− (Au)(t2)| ≤
∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

|g(s)|dqs

+

∫ t2

t1

|(t2 − qs)(α−1)|
Γq(α)

|g(s)|dqs.

Hence

|(Au)(t1)− (Au)(t2)| ≤
p∗ + d∗R

1− r∗

∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

dqs

+
p∗ + d∗R

1− r∗

∫ t2

t1

|(t2 − qs)(α−1)|
Γq(α)

dqs→ 0 as t1 → t2.

As a consequence of the above claims, the Arzelá-Ascoli theorem implies
that A : BR → BR is continuous and compact.

Step 3. B is a contraction mapping.
Let u, v ∈ BR. From (H1), for each t ∈ I, we have

|(Bu)(t)− (Bv)(t)| ≤ |h(t, ut)− h(t, vt)|
≤ ϕ∥ut − vt∥C.

Thus
∥B(u)−B(v)∥∞ ≤ ϕ∥u− v∥∞.

Hence
∥B(u)−B(v)∥C ≤ ϕ∥u− v∥C ,

which implies that the operator B is a contraction.

As a consequence of the three above steps, from Theorem 1.3.3, the
operator equation (A+B)(u) = u has at least a solution.

Now, we prove a result about the generalized Ulam-Hyers-Rassias sta-
bility of the problem (2.1)

The following hypotheses will be used in the sequel.

(H3) There exist functions p1, p2, p3, p4 ∈ C(I, [0,∞)) with p3(t) < 1 such
that

(1 + |u|)|f(t, u, v)| ≤ p1(t)Φ(t) + p2(t)Φ(t)|u|+ p3(t)|v|,
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for each t ∈ I and u, v ∈ R, and

(1 + ∥w − z∥C)|h(t, w)− h(t, z)| ≤ p4(t)Φ(t)∥w − z∥C,

for each t ∈ I and w, z ∈ C,

(H4) There exists λΦ > 0 such that for each t ∈ I, we have

(Iαq Φ)(t) ≤ λΦΦ(t).

Set Φ∗ = sup
t∈I

Φ(t) and

p∗i = sup
t∈I

pi(t), i ∈ {1, 2, 3, 4}.

Theorem 2.3.2. Suppose that the hypotheses (H3), (H4) and the conditions

p∗4Φ
∗ < 1, p∗3 + 2p∗4Φ

∗ +
Tαp∗2Φ

∗

Γq(1 + α)
− 2p∗3p

∗
4Φ

∗ < 1, hold. Then the problem

(2.1) is generalized Ulam-Hyers-Rassias stable.

Proof. Let N be the operator defined in (2.5). It’s clear that (H3) implies
(H1) with ϕ = p∗4Φ

∗, and; (H3) implies (H2) with p ≡ p1Φ, d ≡ p2Φ and
r ≡ p3.
Let u be a solution of the inequality (2.7), and let us assume that v is a
solution of problem (2.1). Thus, we have v(t) = φ(t); t ∈ [−r, 0], and

v(t) = h(t, vt) + φ(0)− h(0, v0) + (Iαq z)(t); t ∈ I,

where z ∈ C(I) such that z(t) = f(t, v(t), z(t)).
From the inequality (2.7) for each t ∈ I, we have

|u(t)− h(t, ut)− φ(0) + h(0, u0)− (Iαq g)(t)| ≤ (Iαq Φ)(t),

where g ∈ C(I) such that g(t) = f(t, u(t), g(t)).
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From the hypotheses (H3) and (H4), for each t ∈ I, we get

|u(t)− v(t)| ≤ |u(t)− h(t, ut)− φ(0) + h(0, u0)− (Iαq g)(t)|
+ |h(t, ut)− h(t, vt) + |h(t, u0)− h(t, v0)|+ (Iαq (g − z))(t)|

≤ (Iαq Φ)(t) + 2p∗4Φ(t) +

∫ t

0

(t− qs)(α−1)

Γq(α)
(|(g(s)|+ |z(s))|)dqs

≤ (Iαq Φ)(t) + 2p∗4Φ(t) +
p∗1 + p∗2
1− p∗3

(Iαq Φ)(t)

≤ λϕΦ(t) + 2p∗4Φ(t) + λϕ
p∗1 +

p∗2|u(t)|
1+|u(t)|

1− p∗3
Φ(t)

≤
[
2p∗4 + λϕ

(
1 +

p∗1 + p∗2
1− p∗3

)]
Φ(t)

:= cf,h,ΦΦ(t).

Hence, we conclude the generalized Ulam-Hyers-Rassias stability of prob-
lem (2.1).

2.4 Existence and Stability Results problem with
case of Infinite Delay

Consider the space

Ω := {u : (−∞, T ] → R : ut ∈ B for t ∈ I and u|I ∈ C(I)}.

In the present section, we are concerned with the problem.{
u(t) = φ(t); t ∈ (−∞, 0],
cDα

q (u(t)− h(t, ut)) = f(t, u(t),cDα
q (u(t)− h(t, ut))); t ∈ I,

(2.11)

where φ : (−∞, 0] → R, h : I × B → R, f : I × R× R → R are continuous
functions, and B is a phase space.

For any t ∈ I, we define ut ∈ B by

ut(s) = u(t+ s); for s ∈ (−∞, 0].

Let us introduce the following hypotheses:
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(H01) The function h satisfies the Lipschitz condition:

|h(t, u)− h(t, v)| ≤ ϕ∥u− v∥B,

for t ∈ I and u, v ∈ B, where 0 < ϕ < 1.

(H02) There exist functions p1, p2, p3, p4 ∈ C(I,R+) with p3(t) < 1 such that

(1 + |u|)|f(t, u, v)| ≤ p1(t)Φ(t) + p2(t)Φ(t)|u|+ p3(t)|v|,

for each t ∈ I and u, v ∈ R, and

(1 + ∥w − z∥B)|h(t, w)− h(t, z)| ≤ p4(t)Φ(t)∥w − z∥B,

for each t ∈ I and w, z ∈ B,

Theorem 2.4.1. Assume that hypotheses (H01), (H2) hold and the condition

Tαd∗

Γq(1 + α)
+ r∗ + ϕ− ϕr∗ < 1,

then the problem (2.11) has at least one solution defined on (−∞, T ].

Proof. Define the operators A,B : Ω → Ω by{
(Au)(t) = 0; t ∈ (−∞, 0],

(Au)(t) = u0 − h(0, u0) + (Iαq g)(t); t ∈ I,
(2.12)

where g ∈ C(I) with g(t) = f(t, u(t), g(t)), and{
(Bu)(t) = φ(t); t ∈ (−∞, 0],

(Bu)(t) = h(t, ut); t ∈ I.
(2.13)

Let v(·) : (−∞, T ] → R be a function defined by,

v(t) =

{
φ(t), t ∈ (−∞, 0],
0; t ∈ I.

Then vt = φ(t) for all t ∈ (−∞, 0]. For each w ∈ C(I) with w(t) = 0 for
each t ∈ (−∞, 0], we denote by w the function defined by

w(t) =

{
0, t ∈ (−∞, 0],
w(t) t ∈ I.
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If u(·) satisfies,
u(t) = h(t, ut),

then, u(t) = w(t) + v(t); t ∈ I, and then ut = wt + vt, for every t ∈ I. Thus,
the function w(·) satisfies

w(t) = h(t, ut).

Let
C0 = {w ∈ Ω : w(t) = 0 for t ∈ (−∞, 0]},

be the Banach space with norm ∥ · ∥T , with

∥w∥T = sup
t∈(−∞,0]

∥wt∥B + sup
t∈I

∥w(t)∥ = sup
t∈I

∥w(t)∥, w ∈ C0.

Consider the operator P : C0 → C0 be defined by

(Pw)(t) = h(t, ut). (2.14)

Then the operators A+B and A+ P have the same fixed points. Set

R ≥
(1− r∗)[2h∗ + |u0|(1 + ϕ)] + Tαp∗

Γq(1+α)

1− r∗ − ϕ+ ϕr∗ − Tαd∗

Γq(1+α)

,

and define the ball BR = {u ∈ Ω : ∥u∥T ≤ R} in Ω. We can prove as
in Theorem 2.4.1 that the operators P and B satisfy the conditions of the
Theorem 1.3.3. This implies that the operator A + B has at least a fixed
point which is a solution of problem (2.11).

From Theorem 2.4.1, we can conclude the following result about the
generalized Ulam-Hyers-Rassias stability of problem (2.11).

Theorem 2.4.2. Assume that the hypotheses (H02) and (H4) hold. If p∗4Φ∗ < 1,
and

p∗3 + 2p∗4Φ
∗ +

Tαp∗2Φ
∗

Γq(1 + α)
− 2p∗3p

∗
4Φ

∗ < 1,

then the problem (2.11) has a solution and it is generalized Ulam-Hyers-Rassias
stable.
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2.5 Existence and Stability Results problem with
State Dependent Delay

In this section we study the existence and stability; first for finite delay,
then for infinite delay of the two following problems.{

u(t) = φ(t); t ∈ [−r, 0],
cDα

q (u(t)− h(t, uρ(t,ut))) = f(t, u(t),cDα
q (u(t)− h(t, uρ(t,ut)))); t ∈ I,

(2.15)
where φ ∈ C, ρ : I × C → R, h : I × C → R, f : I × R × R → R are given
continuous functions.

{
u(t) = φ(t); t ∈ (−∞, 0],
cDα

q (u(t)− h(t, uρ(t,ut))) = f(t, u(t),cDα
q (u(t)− h(t, uρ(t,ut)))); t ∈ I,

(2.16)
where φ : (−∞, 0] → R, ρ : I × B → R, h : I × B → R, f : I × R× R → R
are given continuous functions.

2.5.1 The Finite Delay Case

Set R := Rρ− = {ρ(t, u) : (t, u) ∈ I ×C(I), ρ(t, u) ≤ 0}. We always assume
that ρ : I×C(I) → R is continuous and the function t 7−→ ut is continuous
from R into C(I).

As in Theorems 2.3.1 and 2.3.2, we conclude the following results:

Theorem 2.5.1. Assume that the hypotheses (H1) and (H2) hold. If

2ϕ+
Tαd∗

(1− r∗)Γq(1 + α)
< 1,

then the problem (2.15) has at least one solution defined on [−r, T ].

Theorem 2.5.2. Assume that the hypotheses (H3) and (H4) hold. If p∗4Φ∗ < 1,
and

p∗3 + 2p∗4Φ
∗ +

Tαp∗2Φ
∗

Γq(1 + α)
− 2p∗3p

∗
4Φ

∗ < 1,

then the problem (2.15) has at least a solution and it is generalized Ulam-Hyers-
Rassias stable.
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2.5.2 The Infinite Delay Case

Set R′ :=R′
ρ− = {ρ(t, u) : (t, u) ∈ I × B ρ(t, u) ≤ 0}. We always assume

that the functions ρ : I × B → R and t ∈ R′ 7−→ ut ∈ B are continuous.

In the sequel we will make use of the following hypothesis:

(Cφ) There exists a continuous bounded function L :R′
ρ− → (0,∞) such

that
∥φt∥B ≤ L(t)∥φ∥B, for any t ∈ R′.

Also, we need the following generalization of a consequence of the phase
space axioms ([ [87], Lemma 2.1]).

Lemma 2.5.1. If u ∈ Ω, then

∥ut∥B = (M + L′)∥φ∥B +K sup
θ∈[0,max{0,t}]

∥u(θ)∥,

where
L′ = sup

t∈R′
L(t).

As in Theorems 2.4.1 and 2.4.2, we conclude the following result:

Theorem 2.5.3. Assume that the hypotheses (Cφ), (H01) and (H2) hold. If

Tαd∗

Γq(1 + α)
+ r∗ + ϕ− ϕr∗ < 1,

then the problem (2.16) has at least one solution defined on (−∞, T ].

Theorem 2.5.4. Assume that the hypotheses (Cφ), (H02) and (H4) hold. If
p∗4Φ

∗ < 1, and

p∗3 + 2p∗4Φ
∗ +

Tαp∗2Φ
∗

Γq(1 + α)
− 2p∗3p

∗
4Φ

∗ < 1,

then the problem (2.16) has a solution and it is generalized Ulam-Hyers-Rassias
stable.
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2.6 Some Examples

Example 1. Consider the implicit fractional 1
4
−difference equations{

cD
1
2
1
4

(u(t)− h(t, ut) = f(t, u(t),cD
1
2
1
4

(u(t)− h(t, ut)); t ∈ [0, 1],

u(t) = 2 + t2; t ∈ [−2, 0],
(2.17)

where

f(t, x, y) =
t2

1 + |x|+ |y|

(
e−7 +

1

et+5

)
(t2 + xt2 + y); t ∈ [0, 1], x, y ∈ R,

and

h(t, z) =
t4

1 + |z − 2|

(
e−7 +

1

et+5

)
; t ∈ [0, 1], z ∈ C([−2, 0]),

The hypothesis (H1) is satisfied with ϕ = 2e−5.Also, the hypothesis (H2) is

satisfied with Φ(t) = t2 and p(t) = d(t) = r(t) =

(
e−7 +

1

et+5

)
t. A simple

computation show that all conditions of Theorems 2.3.1 and 2.3.2 are sat-
isfied. Hence, our problem (2.17) has at least a solution defined on [−2, 1],
and it is generalized Ulam-Hyers-Rassias stable.

Example 2. Consider now the following problem{
cD

1
2
1
4

(u(t)− h(t, ut) = f(t, u(t),cD
1
2
1
4

(u(t)− h(t, ut)); t ∈ [0, 1],

u(t) = 1 + t2; t ∈ (−∞, 0],
(2.18)

where

f(t, x, y) =
t2

1 + |x|+ |y|

(
e−7 +

1

et+5

)
(t2 + xt2 + y); t ∈ [0, 1], x, y ∈ R,

and

h(t, z) =
t4

1 + zt

(
e−7 +

1

et+5

)
; t ∈ [0, 1], z ∈ B,

where
Bγ = {u ∈ C((−∞, 0],R) : lim

∥θ∥→∞
eγθu(θ) exists in R}.
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The norm of Bγ is given by

∥u∥γ = sup
θ∈(−∞,0]

eγθ|u(θ)|.

Let u : (−∞, 1] → R such that ut ∈ Bγ for t ∈ (−∞, 0], then

lim
∥θ∥→∞

eγθut(θ) = lim
∥θ∥→∞

eγ(θ−t)u(θ)

= e−γt lim
∥θ∥→∞

eγθu(θ) <∞.

Hence ut ∈ Bγ. Finally we prove that

∥ut∥γ = K sup{|u(s)| : s ∈ [0, t]}+M sup{∥us∥γ : s ∈ (−∞, 0]},

where K =M = 1 and H = 1.
If t+ θ ≤ 0 we get

∥ut∥γ = sup{|u(t)| : t ∈ (−∞, 0]},

and if t+ θ ≥ 0, then we have

∥ut∥γ = sup{|u(s)| : s ∈ [0, t]}.

Thus for all t+ θ ∈ [0, 1], we get

∥ut∥γ = sup{|u(s)| : s ∈ (−∞, 0]}+ sup{|u(s)| : s ∈ [0, t]}.

Then

∥ut∥γ = sup{∥us∥γ : s ∈ (−∞, 0]}+ sup{|u(s)| : s ∈ [0, t]}.

(Bγ, ∥ · ∥γ) is a Banach space. We conclude that Bγ is a phase space. Simple
computations show that all conditions of Theorems 2.4.1 and 2.4.2 are sat-
isfied.

Example 3. In this example, we consider the following problem{
cD

1
2
1
4

(u(t)− h(t, uρ(t,ut))) = f(t, u(t),cD
1
2
1
4

(u(t)− h(t, uρ(t,ut))); t ∈ [0, 1],

u(t) = 2 + t2; t ∈ [−2, 0],
(2.19)
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where

f(t, x, y) =
t2

1 + |x|+ |y|

(
e−7 +

1

et+5

)
(t2 + xt2 + y); t ∈ [0, 1], x, y ∈ R,

and

h(t, z) =
t4

1 + ∥z − σ(z(t))∥

(
e−7 +

1

et+5

)
; t ∈ [0, 1], z ∈ C([−2, 0]),

where σ ∈ C(R, [0, 2]),

ρ(t, φ) = t− σ(φ(0)), (t, φ) ∈ I × C([−2, 0],R).

The hypothesis (H1) is satisfied with ϕ = 2e−5. Also, the hypothesis (H2)
is satisfied with

Φ(t) = t2 p(t) = d(t) = r(t) =

(
e−7 +

1

et+5

)
t.

A simple computation show that all conditions of Theorems 2.5.1 and 2.5.2
are satisfied.

Example 4. Now, we treat the following implicit fractional 1
4
−difference

equations{
cD

1
2
1
4

(u(t)− h(t, ut) = f(t, u(t),cD
1
2
1
4

(u(t)− h(t, ut)); t ∈ [0, 1],

u(t) = 1 + t2; t ∈ (−∞, 0],
(2.20)

where

f(t, x, y) =
t2

1 + |x|+ |y|

(
e−7 +

1

et+5

)
(t2 + xt2 + y); t ∈ [0, 1], x, y ∈ R,

and

h(t, z) =
t4

1 + |z(t− σ(u(t)))|

(
e−7 +

1

et+5

)
; t ∈ [0, 1], z ∈ B,

where σ ∈ C(R, [0,∞)) and Bγ is the phase space defined in Example 2.
Simple computations show that from the Theorem 2.4.1, the problem (2.20)
has at least one solution on [−∞, 1], and the Theorem 2.4.2 implies the
generalized Ulam-Hyers-Rassias stability.



Chapter 3

Implicit Deformable Fractional
Differential Boundary Value
Problems(2)

3.1 Introduction

In this chapter, we will treat the existence results and the global con-
vergence of successive approximations for Implicit deformable fractional
diffferential boundary value problems .{

(Dγ
0ξ) (ζ) = ℵ (ζ, ξ(ζ),Dγ

0ξ(ζ)) , ζ ∈ ∇ := [0, ϖ],

ıξ(0) + ȷξ(ϖ) = ϱ,
(3.1)

where Dγ
0ξ(ζ) is the deformable fractional derivative starting from the ini-

tial time 0 of the function of order γ ∈ (0, 1), ℵ : ∇ × R × R → R is
a continuous function 0 < ϖ < +∞ and ı, ȷ, ϱ are real constants where
ı+ ȷe

−χ
γ

ϖ ̸= 0.
Our main results are based on Schauder’s fixed point theorem

(2) [36] A. Benchaib, S Krim, A. Salim and M. Benchohra, Existence and Successive
Approximations for Implicit Deformable Fractional Differential Boundary Value Prob-
lems, (submitted).

31
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3.2 Preliminaries

We denote by C(∇,R) the Banach spaces of all continuous functions from
∇ into R , with the following norms

∥ξ∥∞ = sup
ζ∈∇

{|ξ(ζ)|}

Let 𭟋 := 𭟋(∇,R) be the Banach space defined by:

𭟋 = {ξ ∈ C(∇,R) : Dγ
0ξ exists and continuous on ∇},

with the norm
∥ξ∥𭟋 = max {∥ξ∥∞; ∥Dγ

0ξ∥∞} .

Consider the space Xp
b (0, ϖ), (b ∈ R, 1 ≤ p ≤ ∞) of those complex-valued

Lebesgue measurable functions ℵ on [0, κ] for which ∥ℵ∥Xp
b
< ∞, where

the norm is given by:

∥ℵ∥Xp
b
=

(∫ ϖ

0

|ζbℵ(ζ)|pdζ
ζ

) 1
p

, (1 ≤ p <∞, b ∈ R).

Definition 3.2.1 (The deformable fractional derivative [94, 134]). Let ℵ :
[0,+∞) −→ R be a given function, the deformable fractional derivative of
ℵ of order γ is defined by

(Dγ
0ℵ) (ζ) = lim

ε→0

(1 + εχ)ℵ (ζ + εγ)− ℵ(ζ)
ε

,

where γ + χ = 1 and γ ∈ (0, 1]. If the deformable fractional derivative of ℵ
of order γ exists, then we simply say that ℵ is γ-differentiable.

Definition 3.2.2 (The γ-fractional integral [94]). For γ ∈ (0, 1] and a con-
tinuous function ℵ, let

(
J γ

0+ℵ
)
(ζ) =

1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ(s)ds.

Lemma 3.2.1 ( [94]). If γ, γ1 ∈ (0, 1] such that γ + χ = 1, ℵ and ℵ̂ are two
γ-differentiable functions at a point ζ and m,n are two given numbers, then the
deformable fractional derivative satisfies the following properties:
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• Dγ
0(λ) = χλ, for any constant λ;

• Dγ
0(mℵ+ nℵ̂) = mDγ

0(ℵ) + nDγ
0(ℵ̂);

• Dγ
0(ℵℵ̂) = ℵ̂Dγ

0(ℵ) + γℵℵ̂′, ℵ̂′ exists;

• J γ
0+ J γ1

0+ℵ = J γ+γ1
0+ ℵ.

Lemma 3.2.2 ( [94]). If γ ∈ (0, 1], ℵ is continuous function, then we have:

•
(
J γ

0+ Dγ
0(ℵ)

)
(ζ) = ℵ(ζ)− e

−χ
γ

ζℵ(0);

• Dγ
0

(
J γ

0+ℵ
)
(ζ) = ℵ(ζ).

Lemma 3.2.3. Let ℵ̂ ∈ L1(∇), 0 < γ ≤ 1 and ı, ȷ, ϱ are real constants where
ı+ ȷe

−χ
γ

ϖ ̸= 0. Then the problem{
(Dγ

0ξ) (ζ) = ℵ̂(ζ); ζ ∈ ∇ := [0, ϖ],

ıξ(0) + ȷξ(ϖ) = ϱ,
(3.2)

has a unique solution defined by

ξ(ζ) =
ϱe

−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
− ȷe

−χ
γ

(ζ+ϖ)

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds+ 1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ̂(s)ds. (3.3)

Proof. Applying the γ-fractional integral of order γ to both sides the
equation (Dγ

0ξ) (ζ) = ℵ̂(ζ), and by using Lemma 3.2.2 and if ζ ∈ ∇, we
get

ξ(ζ)− ξ(0)e
−χ
γ

ζ =
1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ̂(s)ds. (3.4)

Hence, we get

ξ(ζ) = ξ(0)e
−χ
γ

ζ +
1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ̂(s)ds. (3.5)

Thus,

ξ(ϖ) = ξ(0)e
−χ
γ

ϖ +
1

γ
e

−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds.
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From the mixed boundary conditions ıξ(0) + ȷξ(ϖ) = ϱ, we get

ıξ(0) + ȷ

(
ξ(0)e

−χ
γ

ϖ +
1

γ
e

−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds

)
= ϱ.

Thus,

ξ(0) =
ϱ− ȷ

γ
e

−χ
γ

ϖ
∫ ϖ

0
e

χ
γ
sℵ̂(s)ds

ı+ ȷe
−χ
γ

ϖ
.

Hence, we obtain

ξ(ζ) =
ϱe

−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
− ȷe

−χ
γ

(ζ+ϖ)

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds+ 1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ̂(s)ds.

Conversely, we can easily show by Lemma 4.2.2 that if ξ verifies equa-
tion (3.3) then it satisfied the problem (3.2).

3.3 Existence and Uniqueness of Solutions

In this section, we are concerned with the existence results of the problem
(3.1).

Definition 3.3.1. A solution of problem (3.1) is a function ξ ∈ C(∇) where

ξ(ζ) =
ϱe

−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
− ȷe

−χ
γ

(ζ+ϖ)

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds+ 1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ̂(s)ds,

such that ℵ̂ ∈ C(∇,R), with ℵ̂(ζ) = ℵ(ζ, ξ(ζ), ℵ̂(ζ)) and ı+ ȷe
−χ
γ

ϖ ̸= 0.

The hypotheses:

(H1) There exist constants ω1 > 0, 0 < ω2 < 1 such that

|ℵ(ζ, ξ1,ℑ1)− ℵ(ζ, ξ2,ℑ2)| ≤ ω1|ξ1 − ξ2|+ ω2|ℑ1 −ℑ2|,

for any ξ1, ξ2,ℑ1,ℑ2 ∈ R, and each ζ ∈ ∇.
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Remark 3.3.1. We note that for any ξ,ℑ ∈ R, and each ζ ∈ ∇, hypothesis
(H1) implies that

|ℵ(ζ, ξ,ℑ)| ≤ ω1|ξ|+ ω2|ℑ|+ ℵ∗,

where ℵ∗ = sup
ζ∈[0,ϖ]

ℵ(ζ, 0, 0).

Now, we will give our existence result that is based on Schauder’s fixed
point theorem [71].

Theorem 3.3.1. If (H1) holds, and(
e

χ
γ
ϖ − 1

)
|ı+ ȷ(e

−χ
γ

ϖ + 1)|ω1

χ|ı+ ȷe
−χ
γ

ϖ|(1− ω2)
< 1, (3.6)

then problem (3.1) has at least one solution on [0, ϖ].

Proof. Consider the operator H : C(∇,R) → C(∇,R), such that

(Hξ)(ζ) = ϱe
−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
− ȷe

−χ
γ

(ζ+ϖ)

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds+ 1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ̂(s)ds,

(3.7)
where ℵ̂ ∈ C(∇,R), with ℵ̂(ζ) = ℵ(ζ, ξ(ζ), ℵ̂(ζ)).

Let δ > 0 such that

δ ≥

|ϱ|

|ı+ȷe
−χ
γ ϖ|

+

(
e

χ
γ
ϖ − 1

)
|ı+ ȷ(e

−χ
γ

ϖ + 1)|ℵ∗

χ|ı+ ȷe
−χ
γ

ϖ|(1− ω2)

1−

(
e

χ
γ
ϖ − 1

)
|ı+ ȷ(e

−χ
γ

ϖ + 1)|ω1

χ|ı+ ȷe
−χ
γ

ϖ|(1− ω2)

. (3.8)

Consider the ball

Ξδ = {ξ ∈ C([0, ϖ],R), ∥ξ∥∞ ≤ δ}.

Claim 1. H is continuous.
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Let {ξn}n be a sequence such that ξn → ξ on Ξδ. For each ζ ∈ ∇, we have

|(Hξn)(ζ)− (Hξ)(ζ)| ≤ |ȷ|e
−χ
γ

(ζ+ϖ)

|γı+ γȷe
−χ
γ

ϖ|

∫ ϖ

0

e
χ
γ
s|ℵ̂n(s)− ℵ̂(s)|ds

+
1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
s|ℵ̂n(s)− ℵ̂(s)|ds,

where ℵ̂n, ℵ̂ ∈ C(∇,R) such that

ℵ̂n(ζ) = ℵ(ζ, ξn(ζ), ℵ̂n(ζ)) and ℵ̂(ζ) = ℵ(ζ, ξ(ζ), ℵ̂(ζ)).

Since
∥ξn − ξ∥∞ → 0 as n→ ∞

and ℵ, ℵ̂ and ℵ̂n are continuous, we deduce that

∥H(ξn)−H(ξ)∥∞ → 0 as n→ ∞.

Hence, H is continuous.

Claim 2. H(Ξδ) ⊂ Ξδ.
Let ξ ∈ Ξδ. From Remark 3.3.1, for each ζ ∈ ∇, we have

|ℵ̂(ζ)| ≤ |ℵ(ζ, ξ(ζ), ℵ̂(ζ))|
≤ ω1∥ξ∥∞ + ω2∥ℵ̂∥∞ + ℵ∗

≤ ω1δ + ω2∥ℵ̂∥∞ + ℵ∗.

Then
∥ℵ̂∥∞ ≤ δω1 + ℵ∗

1− ω2

.

Thus,

|(Hξ)(ζ)| ≤

∣∣∣∣∣ ϱe
−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
− ȷe

−χ
γ

(ζ+ϖ)

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds+ 1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
sℵ̂(s)ds

∣∣∣∣∣
≤ |ϱ|

|ı+ ȷe
−χ
γ

ϖ|
+

|ȷ|
|γı+ γȷe

−χ
γ

ϖ|

∫ ϖ

0

e
χ
γ
s|ℵ̂(s)|ds+ 1

γ
e

−χ
γ

ζ

∫ ζ

0

e
χ
γ
s|ℵ̂(s)|ds

≤ |ϱ|
|ı+ ȷe

−χ
γ

ϖ|
+

(
e

χ
γ
ϖ − 1

)
|ı+ ȷ(e

−χ
γ

ϖ + 1)|(δω1 + ℵ∗)

χ|ı+ ȷe
−χ
γ

ϖ|(1− ω2)

≤ δ.
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Hence,
∥H(ξ)∥∞ ≤ δ.

Consequently, H(Ξδ) ⊂ Ξδ.

Claim 3. H(Ξδ) is equicontinuous. For 0 ≤ ζ1 ≤ ζ2 ≤ ϖ, and ξ ∈ Ξδ, we
get

|H(ξ)(ζ2)−H(ξ)(ζ1)|

≤

∣∣∣∣∣ ϱe
−χ
γ

ζ2

ı+ ȷe
−χ
γ

ϖ
− ȷe

−χ
γ

(ζ2+ϖ)

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds+ 1

γ
e

−χ
γ

ζ2

∫ ζ2

0

e
χ
γ
sℵ̂(s)ds

− ϱe
−χ
γ

ζ1

ı+ ȷe
−χ
γ

ϖ
+

ȷe
−χ
γ

(ζ1+ϖ)

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds− 1

γ
e

−χ
γ

ζ1

∫ ζ1

0

e
χ
γ
sℵ̂(s)ds

∣∣∣∣∣
≤

∣∣∣∣∣(e−χ
γ

ζ2 − e
−χ
γ

ζ1
)[ ϱ

ı+ ȷe
−χ
γ

ϖ
− ȷe

−χ
γ

ϖ

γı+ γȷe
−χ
γ

ϖ

∫ ϖ

0

e
χ
γ
sℵ̂(s)ds

]∣∣∣∣∣
+

1

γ

∣∣∣∣e−χ
γ

ζ2

∫ ζ2

ζ1

e
χ
γ
sℵ̂(s)ds−

∫ ζ1

0

[
e

−χ
γ

ζ1 − e
−χ
γ

ζ2
]
e

χ
γ
sℵ̂(s)ds

∣∣∣∣
≤

∣∣∣∣∣∣
(
e

−χ
γ

ζ2 − e
−χ
γ

ζ1
) ϱ

ı+ ȷe
−χ
γ

ϖ
−
ȷ
(
1− e

−χ
γ

ϖ
)
(δω1 + ℵ∗)

χ
(
ı+ ȷe

−χ
γ

ϖ
)
(1− ω2)

∣∣∣∣∣∣
+

δω1 + ℵ∗

χ(1− ω2)

∣∣∣e−χ
γ

ζ2
(
e

χ
γ
ζ2 − e

χ
γ
ζ1
)
−
(
e

−χ
γ

ζ1 − e
−χ
γ

ζ2
)(

e
χ
γ
ζ1 − 1

)∣∣∣
≤

∣∣∣∣∣∣
(
e

−χ
γ

ζ2 − e
−χ
γ

ζ1
) ϱ

ı+ ȷe
−χ
γ

ϖ
−
ȷ
(
1− e

−χ
γ

ϖ
)
(δω1 + ℵ∗)

χ
(
ı+ ȷe

−χ
γ

ϖ
)
(1− ω2)

∣∣∣∣∣∣
+

δω1 + ℵ∗

χ(1− ω2)

∣∣∣e−χ
γ

ζ2 − e
−χ
γ

ζ1
∣∣∣ .

As ζ2 → ζ1 then |H(ξ)(ζ1) − H(ξ)(ζ2)| → 0. We deduce that H(Ξδ) is
equicontinuous. Consequently, Arzelá-Ascoli theorem implies that H is
continuous and compact. Thus, by Schauder’s fixed point theorem [71],
we deduce that H has at least a fixed point which is a solution of (3.1).
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3.4 Successive Approximations and Uniqueness
Results

This section is devoted to giving the main result of the global convergence
of successive approximations of our problem (3.1). We will study the so-
lution in 𭟋 of our problem.

Set ∇λ := [0, λϖ] for any λ ∈ [0, 1]. In what follows, we need the
following hypotheses:

(H2) There exist a constant κ > 0 and a continuous function h : ∇×[0,κ]×
[0,κ] −→ R+, such that h(ζ, ·, ·) is nondecreasing for all ζ ∈ ∇ and
the inequality

|ℵ(ζ, ξ1, ξ̄1)− ℵ(ζ, ξ2, ξ̄2)| ≤ h
(
ζ, |ξ1 − ξ2|, |ξ̄1 − ξ̄2|

)
(3.9)

holds for ζ ∈ ∇ and ξ1, ξ2, ξ̄1, ξ̄2 ∈ R, with |ξ1− ξ2| ≤ κ and |ξ̄1− ξ̄2| ≤
κ.

(H3) R ≡ 0 is the only function in 𭟋(∇θ, [0,κ]) which satisfies the integral
inequality

R(ζ) ≤
∫ ϖ

0

|G(ζ, s)|h (s, R(s), (Dγ
0R) (s)) ds,

with λ ≤ θ ≤ 1,

G(ζ, s) =
1

γ



ȷe
χ
γ
(s−ζ−ϖ)

ı+ ȷe
−χ
γ

ϖ
− e

χ
γ
(s−ζ), if 0 ≤ s ≤ ζ ≤ ϖ,

ȷe
χ
γ
(s−ζ−ϖ)

ı+ ȷe
−χ
γ

ϖ
, if 0 ≤ ζ ≤ s ≤ ϖ.

HereG(ζ, s) is called the Green function of the boundary value prob-
lem (3.1).

(H4) For each ζ ∈ ∇, the set

{ζ 7−→ ℵ(ζ, ξ1, ξ̄1) : ξ1, ξ̄1 ∈ R} is equicontinuous.
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For ζ ∈ ∇, we define the successive approximations of the problem (3.1)
as follows:

ξ0(ζ) =
ϱe

−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
,

ξn+1(ζ) =
ϱe

−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
−
∫ ϖ

0

G(t, s)ℵ(s, ξn(s), (Dγ
0ξn) (s))ds.

Theorem 3.4.1. Assume that the hypotheses (H2) − (H4) hold. Then, the suc-
cessive approximations ξn;n ∈ N are well defined and converge to the unique
solution of the problem uniformly in 𭟋.

Proof. Since the function ℵ is continuous, then the successive approxi-
mations are well defined. Differentiating the two sides of the successive
approximations ξn; n ∈ N by using the improved deformable fractional
derivative of order γ, by Lemma 3.2.1 and Lemma 3.2.2, we have

(Dγ
0ξ0) (ζ) = 0, ζ ∈ ∇,

(Dγ
0ξn+1) (ζ) = ℵ (ζ, ξn(ζ),D

γ
0ξn(ζ)) , ζ ∈ ∇.

And since ξn ∈ 𭟋, then there exist two constants δ1, δ2 > 0 such that

∥ξn∥∞ ≤ δ1 and ∥Dγ
0ξn∥∞ ≤ δ2.
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Let ζ1, ζ2 ∈ ∇, ζ1 < ζ2. Then,

|ξn(ζ2)− ξn(ζ1)| ≤

∣∣∣∣∣ ϱe
−χ
γ

ζ2

ı+ ȷe
−χ
γ

ϖ
−
∫ ϖ

0

G(ζ2, s)ℵ (s, ξn−1(s),D
γ
0ξn−1(s)) ds

− ϱe
−χ
γ

ζ1

ı+ ȷe
−χ
γ

ϖ
+

∫ ϖ

0

G(ζ1, s)ℵ (s, ξn−1(s),D
γ
0ξn−1(s)) ds

∣∣∣∣∣
≤

∣∣∣∣∣ (e−χ
γ

ζ2 − e
−χ
γ

ζ1
)[ ϱ

ı+ ȷe
−χ
γ

ϖ

]∣∣∣∣∣
+

∣∣∣∣∫ ϖ

0

G(ζ2, s)ℵ (s, ξn−1(s),D
γ
0ξn−1(s)) ds

−
∫ ϖ

0

G(ζ1, s)ℵ (s, ξn−1(s),D
γ
0ξn−1(s)) ds

∣∣∣∣
≤

∣∣∣∣∣(e−χ
γ

ζ2 − e
−χ
γ

ζ1
)[ ϱ

ı+ ȷe
−χ
γ

ϖ

]∣∣∣∣∣
+ sup

(ζ,ξ,ℑ)∈∇×[0,δ1]×[0,δ2]

|ℵ(ζ, ξ,ℑ)|
∫ ϖ

0

|G(ζ2, s)−G(ζ1, s)| ds.

As ζ1 −→ ζ2 the right hand side of the above inequality tends to zero. On
the other hand, we have

| (Dγ
0ξn) (ζ2)− (Dγ

0ξn) (ζ1)|
≤ |ℵ (ζ2, ξn−1(ζ2),D

γ
0ξn−1(ζ2))− ℵ (ζ1, ξn−1(ζ1),D

γ
0ξn−1(ζ1))|

−→ 0, as ζ1 −→ ζ2.

Thus,

| (Dγ
0ξn) (ζ2)− (Dγ

0ξn) (ζ1)| −→ 0, as ζ1 −→ ζ2.

As a result, the sequences {ξn(ζ); n ∈ N} and {(Dγ
0ξn) (ζ); n ∈ N} are

equicontinuous on ∇.

Let

ϑ := sup
{
λ ∈ [0, 1] : {ξn(ζ); n ∈ N} converges uniformly on ∇λ

}
.

If ϑ = 1, then we have the global convergence of successive approxima-
tions. Suppose that ϑ < 1, then the sequence {ξn(ζ); n ∈ N} converges
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uniformly on ∇ϑ. As this sequence is equicontinuous, it converges uni-
formly to a continuous function ξ̃(ζ). In the case that we prove that there
exists θ ∈ (ϑ, 1] that {ξn(ζ); n ∈ N} converges uniformly on ∇θ, this will
yield a contradiction.

Put ξ(ζ) = ξ̃(ζ) for ζ ∈ ∇ϑ. From (H2), there exist a constant κ > 0 and
a continuous function h : ∇ × [0,κ] × [0,κ] −→ R+ ensuring inequality
(4.16). Also, there exist θ ∈ [ϑ, 1] and n0 ∈ N, such that for all ζ ∈ ∇θ and
n,m > n0, we have

|ξn(ζ)− ξm(ζ)| ≤ κ,

and
|(Dγ

0ξn) (ζ)− (Dγ
0ξm) (ζ)| ≤ κ.

For all ζ ∈ ∇θ, put
R(n,m)(ζ) = |ξn(ζ)− ξm(ζ)|,

Rȷ(ζ) = sup
n,m≥ȷ

R(n,m)(ζ),(
Dγ

0R
(n,m)

)
(ζ) = |(Dγ

0ξn) (ζ)− (Dγ
0ξm) (ζ)| ,

and
(Dγ

0Rȷ) (ζ) = sup
n,m≥ȷ

(
Dγ

0R
(n,m)

)
(ζ),

Since the sequence Rȷ(ζ) is non-increasing, it is convergent to a function
R(ζ) for each ζ ∈ ∇θ. From the equi-continuity of {Rȷ(ζ)}, it follows that
lim
ȷ→∞

Rȷ(ζ) = R(ζ) uniformly on ∇θ. Furthermore, for ζ ∈ ∇θ and n,m ≥ ȷ,

we have

R(n,m)(ζ) = |ξn(ζ)− ξm(ζ)|
≤ sup

s∈[0,ζ]
|ξn(ζ)− ξm(ζ)|

≤
∫ ϖ

0

|G(ζ, s)|
∣∣∣ℵ(s, ξn−1(s), (D

γ
0ξn−1) (s))

− ℵ(s, ξm−1(s), (D
γ
0ξm−1) (s))

∣∣∣ds.
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Then, by inequality (3.9), we have

R(n,m)(ζ) ≤∫ ϖ

0

|G(ζ, s)× |h (s, |ξn−1(s)− ξm−1(s)|, |(Dγ
0ξn−1) (s)− (Dγ

0ξm−1) (s)|) ds

≤
∫ ϖ

0

|G(ζ, s)× |h
(
s, R(n−1,m−1)(s),

(
Dγ

0R
(n−1,m−1)

)
(s)
)
ds.

Thus,

Rȷ(ζ) ≤
∫ ϖ

0

|G(ζ, s)|h (s, Rȷ−1(s), (D
γ
0Rȷ−1) (s)) ds.

By the Lebesgue dominated convergence theorem we have

R(ζ) ≤
∫ ϖ

0

|G(ζ, s)|h (s, R(s), (Dγ
0R) (s)) ds.

Then, by (H3) we get R ≡ 0 on ∇θ, which yields that lim
ȷ→∞

Rȷ(ζ) = 0

uniformly on ∇θ. Thus, {ξȷ(ζ)}∞ȷ=1 is a Cauchy sequence on ∇θ. Thus,
{ξȷ(ζ)}∞ȷ=1 is uniformly convergent on ∇θ, which yields the contradiction.

Also, {ξȷ(ζ)}∞ȷ=1 converges uniformly on ∇ to a continuous function
ξ∗(ζ). We get

lim
ȷ→∞

ϱe
−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
−
∫ ϖ

0

G(ζ, s)h (s, ξȷ(s), (D
γ
0ξȷ) (s)) ds

=
ϱe

−χ
γ

ζ

ı+ ȷe
−χ
γ

ϖ
−
∫ ϖ

0

G(ζ, s)h (s, ξ∗(s), (D
γ
0ξ∗) (s)) ds,

for all ζ ∈ ∇. This means that ξ∗ is a solution of the problem (3.1).

Let us now prove the uniqueness result of the problem (3.1). Let ξ1 and
ξ2 be two solutions of (3.1). As above, put

ϑ̂ := sup {λ ∈ [0, 1]; ξ1(ζ) = ξ2(ζ) for ζ ∈ ∇λ} ,

and suppose that ϑ̂ < 1. There exist a constant κ > 0 and a comparison
function h : ∇ϑ̂ × [0,κ] × [0,κ] −→ R+ verifying inequality (3.9). We take
θ ∈ (λ, 1) such that

|ξ1(ζ)− ξ2(ζ)| ≤ κ,
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and
|(Dγ

0ξ1) (ζ)− (Dγ
0ξ2) (ζ)| ≤ κ.

for ζ ∈ ∇θ. Then, for all ζ ∈ ∇θ, we have

|ξ1(ζ)− ξ2(ζ)| ≤
∫ ϖ

0

|G(ζ, s)| |ℵ(s, ξ1(s), (Dγ
0ξ1) (s))− ℵ(s, ξ2(s), (Dγ

0ξ2) (s))| ds

≤
∫ ϖ

0

|G(ζ, s)|h (s, |ξ1(s)− ξ2(s)|, |(Dγ
0ξ1) (s)− (Dγ

0ξ2) (s)|) ds.

Again, by (H3) we get ξ1 − ξ2 ≡ 0 on ∇θ. This gives us ξ1 = ξ2 on ∇θ,
which gives a contradiction. Consequently, ϑ̂ = 1 and the solution of the
problem (3.1) is unique on ∇.

3.5 Some Examples

We give now some examples that illustrate our obtained results.

Example 3.5.1. Consider the following problem:
(D

1
2
0 ξ)(ζ) =

1

90 (1 + |ξ|)
+

1

30
(
1 + |(D

1
2
0 ξ)(ζ)|

) ; ζ ∈ [0, 1],

ξ(0) + ξ(1) = 0.

(3.10)

Set
ℵ(ζ, ξ,ℑ) = 1

90 (1 + |ξ|)
+

1

30 (1 + |ℑ|)
; ζ ∈ [0, 1], ξ,ℑ ∈ R.

For any ξ, ξ̃, ξ, ξ̃ ∈ R, and ζ ∈ [0, 1], we have

|ℵ(ζ, ξ,ℑ)− ℵ(ζ, ξ̃, ℑ̃)| ≤ 1

90
|ξ − ξ̃|+ 1

30
|ℑ − ℑ̃|.

Hence hypothesis (H1) is satisfied with

ω1 =
1

90
and ω2 =

1

30
.
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Next, the condition (3.6) is verifies with χ = 1
2

and γ = 1
2
. Indeed,

(ıe
χ
γ
ϖ + 2ȷ)ω1

χ(ıe
χ
γ
ϖ + ȷ)(1− ω2)

=
(e2 + 2) 1

90

(e2 + 1)(1− 1
30
)

< 1.

Some calculations indicate that all of the requirements of Theorem 3.3.1
are verified. Thus, (3.10) has at least a solution.

Example 3.5.2. We consider the following problem involving the improved
Caputo-type conformable fractional derivative:

(D
1
3
0 ξ)(ζ) =

8eζ + 3ζ3 + 1

83eζ+1(1 + |ξ(ζ)|+ |(D
1
3
0 ξ)(ζ)|

, ζ ∈ [0, π],

ξ(0) + ξ(π) = 0.

(3.11)

Set

ℵ(ζ, ξ(ζ), (D
1
3
0 ξ)(ζ)) =

8eζ + 3ζ3 + 1

83eζ+1(1 + |ξ(ζ)|+ |(D
1
3
0 ξ)(ζ)|

,

where γ = 1
3
.

For each ξ1, ξ̄1, ξ2, ξ̄2 ∈ R and ζ ∈ [0, π], we have

|ℵ(ζ, ξ1, ξ2)− ℵ(ζ, ξ̄1, ξ̄2)| ≤
8eζ + 3ζ3 + 1

83eζ+1

[
|ξ1 − ξ̄1|+ |ξ2 − ξ̄2|

]
.

Therefore, (H2) is verified for all ζ ∈ [0, π], κ > 0 and the comparison
function h : ∇× [0,κ]× [0,κ] −→ R+ is defined by:

h(ζ, ξ1, ξ2) =
8eζ + 3ζ3 + 1

83eζ+1
(ξ1 + ξ2).

Moreover, we have

lim
ζ1−→ζ2

(ℵ (ζ2, ξ1, ξ2)− ℵ (ζ1, ξ1, ξ2)) = 0.

Thus, the hypothesis (H4) is verified. Consequently, Theorem 3.4.1 means
that the successive approximations ξn; n ∈ N, defined by
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ξ0(ζ) = 0, ζ ∈ [0, π],

ξn+1(ζ) = −
∫ π

0

G(ζ, s)(8es + 3s3 + 1)

83es+1(1 + |ξn(s)|+ |(D
1
3
0 ξn)(s)|

ds,

converges uniformly on [0, π] to the unique solution of the problem (3.11).



Chapter 4

Implicit Improved Conformable
Fractional Differential
Equations(3)

4.1 Introduction

In this chapter, we will treat the existence, the Ulam stability, results
and successive approximations for the initial value problem with nonlin-
ear Implicit fractional differential equation involving improved Caputo-
type conformable fractional diffferentive.

C
0 T̃ϑy(t) = f

(
t, y(t), C0 T̃ϑy(t)

)
, t ∈ [0, Tf ], (4.1)

y(0) = 0, (4.2)

where 0 < ϑ < 1, C
0 T̃ϑ is the improved Caputo-type conformable fractional

derivative of order ϑ defined in [69], I := [0, Tf ], f : I × R × R → R is a
given function such that f(t, 0, 0) ̸= 0 for all t ∈ I .
We shall make use of Schauder’s fixed point theorem and Banach’s con-
traction principle.

(3) [37] A. Benchaib, S. Krim, A. Salim and M. Benchohra, Existence, Ulam Stability
Results and Successive Approximations for Implicit Improved Conformable Fractional
Differential Equations, submitted.

46
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4.2 Preliminaries

We denote by C := C(I,R) the Banach space of all continuous functions
from I into R with the following norm

∥y∥C = sup
t∈I

|y(t)|.

AC(I,R) is the space of absolutely continuous functions on I , and

AC1(I) := {y : I −→ R : y′ ∈ AC(I)},

where
y′(t) =

d

dt
y(t), t ∈ I.

Consider the space Xp
b (0, Tf ), (b ∈ R, 1 ≤ p ≤ ∞) of those complex-valued

Lebesgue measurable functions f on [0, T ] for which ∥f∥Xp
b
<∞, with:

∥f∥Xp
b
=

(∫ Tf

0

|tbf(t)|pdt
t

) 1
p

, (1 ≤ p <∞, b ∈ R).

Definition 4.2.1 ( [92]). The conformable fractional derivative of a given
function ψ : [0,+∞) −→ R of order ϑ is defined by:

Tϑ(ψ)(t) = lim
ε→0

ψ
(
t+ εt1−ϑ

)
− ψ(t)

ε
,

for t > 0 and ϑ ∈ (0, 1]. If ψ is ϑ-differentiable in some (0, a), a > 0,
and lim

t→0+
T{a(ψ)(t) exists, then define Tϑ(ψ)(0) = lim

t→0+
Tϑ(ψ)(t). If the con-

formable fractional derivative of ψ of order ϑ exists, then we simply say
that ψ is ϑ-differentiable. It is easy to see that if ψ is differentiable, then
Tϑ(ψ)(t) = t1−ϑψ′(t).

Definition 4.2.2 (The improved Caputo-type conformable fractional deriva-
tive [69]). The improved Caputo-type conformable fractional derivative of
a given function ψ : R −→ R of order ϑ is defined by

C
a T̃ϑ(ψ)(t) = lim

ε→0

[
(1− ϑ)(ψ(t)− ψ(a)) + ϑ

ψ
(
t+ ε(t− a)1−ϑ

)
− ψ(t)

ε

]
,

where −∞ < a < t < +∞, a is a given number and ϑ ∈ [0, 1].
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Definition 4.2.3 (The improved Riemann-Liouville-type conformable frac-
tional derivative [69]). The improved Riemann-Liouville-type conformable
fractional derivative of a given function ψ : R −→ R of order ϑ is defined
by

RL
a T̃ϑ(ψ)(t) = lim

ε→0

[
(1− ϑ)ψ(t) + ϑ

ψ
(
t+ ε(t− a)1−ϑ

)
− ψ(t)

ε

]
,

where −∞ < a < t < +∞, a is a given number and ϑ ∈ [0, 1].

Lemma 4.2.1 ( [69]). If ϑ ∈ [0, 1], f and g are two ϑ-differentiable functions at a
point t andm,n are two given numbers, then the improved conformable fractional
derivatives satisfy the following properties:

• C
a T̃ϑ(mf + ng) = mC

a T̃ϑ(f) + nC
a T̃{ϑ(g);

• RL
a T̃ϑ(mf + ng) = mRL

a T̃ϑ(f) + nRL
a T̃ϑ(g);

• RL
a T̃ϑ(fg) = (1− ϑ)RL

a T̃ϑ(f)g + fRL
a T̃ϑ(g)− (1− ϑ)fg;

• RL
a T̃ϑ(f(g(t))) = (1− ϑ)f(g(t)) + ϑf ′(g(t))Tϑ(g(t)).

Definition 4.2.4 (The ϑ-fractional integral [69]). For ϑ ∈ (0, 1] and a con-
tinuous function f , let

(Iϑf) (t) =
1

ϑ

∫ t

0

f(s)

s1−ϑ
e(1−ϑ/ϑ2)(sϑ−tϑ)ds.

When ϑ = 1, I1(f) =
∫ t

0
f(s)ds, the usual Riemann integral.

Lemma 4.2.2 ( [69]). If ϑ ∈ [0, 1], ψ is ϑ-differentiable function at a point t and
ψ(0) = 0, then we have:

•
(
Iϑ

C
0 T̃ϑ(ψ)

)
(t) = C

0 T̃ϑ (Iϑψ) (t) = ψ(t);

•
(
Iϑ

RL
0 T̃ϑ(ψ)

)
(t) = RL

0 T̃ϑ (Iϑψ) (t) = ψ(t).
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4.3 Main Results

4.3.1 Existence and uniqueness of solutions

Lemma 4.3.1. Let 0 < ϑ < 1 and h : I → R be a continuous function. Then,
the problem

C
0 T̃ϑy(t) = h(t), t ∈ I := [0, Tf ], (4.3)

y(0) = 0, (4.4)

has a unique solution given by:

y(t) =
1

ϑ

∫ t

0

h(s)

s1−ϑ
e

(1−ϑ)(sϑ−tϑ)

ϑ2 ds, t ∈ I. (4.5)

Proof. To obtain the integral equation (4.5), we apply the ϑ-fractional integral
to both sides of (4.3), and by Lemma 4.2.2 we get

y(t) =
1

ϑ

∫ t

0

h(s)

s1−ϑ
e

(1−ϑ)(sϑ−tϑ)

ϑ2 ds. (4.6)

Now, we apply the improved Caputo-type conformable fractional derivative of
order ϑ to both sides of (4.6), for t ∈ I we obtain

C
0 T̃ϑy(t) = h(t).

Also, it is clear that y(0) = 0.

Definition 4.3.1. By a solution of problem (4.1)-(4.2) we mean a function
y ∈ C(I,R) that satisfies the equation (4.1) and the condition (4.2).

Lemma 4.3.2. Let f : I × R × R −→ R be a continuous function. Then, the
problem (4.1)-(4.2) is equivalent to the following integral equation:

y(t) =
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 f
(
s, y(s), C0 T̃ϑy(s)

)
ds, t ∈ I.

In the sequel, the following hypotheses are used:

(H1) The function f : I × R× R −→ R is continuous.
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(H2) There exist continuous functions p1, p2 : I −→ R+, such that

|f(t, β1, β̄1)− f(t, β2, β̄2)| ≤ p1(t)|β1 − β2|+ p2(t)|β̄1 − β̄2|,

for t ∈ I and β1, β2, β̄1, β̄2 ∈ R, with

p∗1 = sup
t∈I

p(t) and p∗2 = sup
t∈I

p2(t) < 1.

Now we declare and demonstrate our first existence result for problem
(4.1)-(4.2) based on the Banach contraction principle [71].

Theorem 4.3.1. Assume that (H1)-(H2) hold. If

p∗1

(
1− e

(ϑ−1)Tϑ
f

ϑ2

)
(1− ϑ)(1− p∗2)

< 1, (4.7)

then the problem (4.1)-(4.2) has a unique solution.

Proof. Let T : C 7−→ C be the operator defined by

(Tx)(t) =
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 ϱ(s)ds, t ∈ I, (4.8)

where ϱ is a function satisfying the following functional equation

ϱ(t) = f (t, x(t), ϱ(t)) .

According to Lemma 4.3.2, the fixed points of T are solutions of problem
(4.1)-(4.2).
Let x1, x2 ∈ C. For t ∈ I , we have

|(Tx1)(t)− (Tx2)(t)| ≤
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 |ϱ1(s)− ϱ2(s)|ds, (4.9)

where ϱ1, ϱ2 are the functions satisfying the following functional equa-
tions:

ϱ1(t) = f (t, x1(t), ϱ1(t)) ,
ϱ2(t) = f (t, x2(t), ϱ2(t)) .
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By (H2), we have

|ϱ1(t)− ϱ2(t)| = |f (t, x1(t), ϱ1(t))− f (t, x2(t), ϱ2(t)) |
≤ p1(t)|x1(t)− x2(t)|+ p2(t)|ϱ1(t)− ϱ2(t)|
≤ p∗1∥x1 − x2∥C + p∗2|ϱ1(t)− ϱ2(t)|.

Then,

|ϱ1(t)− ϱ2(t)| ≤
p∗1

1− p∗2
∥x1 − x2∥C.

Therefore, for each t ∈ I , we get

|(Tx1)(t)− (Tx2)(t)| ≤
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2
p∗1

1− p∗2
∥x1 − x2∥Cds

≤

1− e
(ϑ−1)tϑ

ϑ2

1− ϑ

 p∗1
1− p∗2

∥x1 − x2∥C.

Thus,

∥Tx1 − Tx2∥C ≤
p∗1

(
1− e

(ϑ−1)Tϑ
f

ϑ2

)
(1− ϑ)(1− p∗2)

∥x1 − x2∥C.

Hence, by the Banach contraction principle, T has a unique fixed point
which is a unique solution of the problem (4.1)-(4.2).

Our second existence result for (4.1)-(4.2) is based on the fixed point
theorem of Schauder [71].

Remark 4.3.1. Let us put

k1(t) = |f(t, 0, 0)|, k2(t) = p1(t), k3(t) = p2(t).

Then, the assumption (H2) implies that

|f(t, β, β̄)| ≤ k1(t) + k2(t)|β|+ k3(t)|β̄|,

for t ∈ I and β, β̄ ∈ R. Set

k∗1 = sup
t∈I

k1(t), k
∗
2 = sup

t∈I
k2(t) and k∗3 = sup

t∈I
k3(t) < 1.
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Theorem 4.3.2. Assume that (H1)-(H2) hold. If

η =

k∗2

(
1− e

(ϑ−1)Tϑ
f

ϑ2

)
(1− k∗3)(1− ϑ)

< 1. (4.10)

then problem (4.1)-(4.2) has at least one solution.

Proof. We will establish the proof in various steps.

Step 1. T is continuous.
Let {xn} be a sequence such that xn −→ x in C. For t ∈ I , we have

|(Txn)(t)− (Tx)(t)| ≤ 1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 |hn(s)− h(s)|ds, (4.11)

where
hn(t) = f (t, xn(t), hn(t)) ,

and
h(t) = f (t, x(t), h(t)) .

Since xn −→ x, and by (H1), we get hn(t) −→ h(t) as n −→ ∞ for each
t ∈ I .
Then, by Lebesgue dominated convergence theorem and (H1), equation
(4.11) implies

|(Txn)(t)− (Tx)(t)| −→ 0 as n −→ ∞,

and hence
∥T (xn)− T (x)∥C −→ 0 as n −→ ∞.

As a result, T is continuous.

Let the constant R > 0, such that

R ≥ k∗1η

k∗2(1− η)
, (4.12)

with

η =

k∗2

(
1− e

(ϑ−1)Tϑ
f

ϑ2

)
(1− k∗3)(1− ϑ)

< 1.
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And, we define the following ball

BR = {y ∈ C : ∥y∥C ≤ R}.

Then, BR is a convex, closed and bounded subset of C.

Step 2. T (BR) ⊂ BR.
Let x ∈ BR. We show that Tx ∈ BR. For t ∈ I, we have

|(Tx)(t)| ≤ 1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2

∣∣∣f (s, y(s), C0 T̃ϑy(s)
)∣∣∣ ds. (4.13)

By Remark 4.3.1, for t ∈ I , we have

|h(t)| = |f (t, x(t), h(t))|
≤ k1(t) + k2(t)|x(t)|+ k3(t)|h(t)|.

That means that

|h(t)| ≤ k∗1 + k∗2∥x∥C + k∗3(α)|h(t)|.

Then,

|h(t)| ≤ k∗1 + k∗2R

1− k∗3
:= Λ.

Thus, for t ∈ I and from (4.13), we obtain

|(Tx)(t)| ≤
Λ

(
1− e

(ϑ−1)Tϑ
f

ϑ2

)
1− ϑ

≤ R,

which implies that ∥Tx∥C ≤ R. Consequently,

T (BR) ⊂ BR.

Step 3: T (BR) is equicontinuous and bounded.
By Step 2 we have T (BR) is bounded. Let γ1, γ2 ∈ I = [0, Tf ], γ1 <
γ2, and x ∈ BR. Then,

|(Tx)(γ2)− (Tx)(γ1)|

≤
∣∣∣∣1ϑ
∫ γ2

0

sϑ−1e
(1−ϑ)(sϑ−γϑ2 )

ϑ2 h (s) ds− 1

ϑ

∫ γ1

0

sϑ−1e
(1−ϑ)(sϑ−γϑ1 )

ϑ2 h (s) ds

∣∣∣∣
≤ Λ

1− ϑ

[
2− 2e

(1−ϑ)(γϑ1 −γϑ2 )

ϑ2 + e
(ϑ−1)γϑ1

ϑ2 − e
(ϑ−1)γϑ2

ϑ2

]
.
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As γ1 −→ γ2 the right hand side of the above inequality tends to zero. As
a result of Step 1 to Step 3, together with the Arzela-Ascoli theorem, we
can say that T is continuous and completely continuous. From Schauder’s
theorem, we conclude that T has a fixed point wich is a solution of the
problem (4.1)-(4.2).

4.3.2 Ulam-Hyers-Rassias stability

Considering now the Ulam stability for problem (4.1)-(4.2). Let x ∈ C,
ϵ > 0 and v : I 7−→ [0,∞) be a continuous function. For t ∈ I , we have the
following inequality:∣∣∣C0 T̃ϑy(t)− f

(
t, y(t), C0 T̃ϑy(t)

)∣∣∣ ≤ ϵv(t). (4.14)

Definition 4.3.2 ( [5]). Problem (4.1)-(4.2) is Ulam-Hyers-Rassias (U-H-R)
stable with respect to v if there exists a real number af,v > 0 such that for
each ϵ > 0 and for each solution x ∈ C of inequality (4.14) there exists a
solution y ∈ C of (4.1)-(4.2) with

|x(t)− y(t)| ≤ ϵaf,vv(t), t ∈ I,

Remark 4.3.2. A function x ∈ C is a solution of inequality (4.14) if and
only if there exist σ ∈ C such that

1. |σ(t)| ≤ ϵv(t), t ∈ I ,

2. C
0 T̃ϑx(t) = f

(
t, x(t), C0 T̃ϑx(t)

)
+ σ(t).

Theorem 4.3.3. Assume that in addition to (H1)-(H2), the following hypothesis
hold.

(H3) There exist a nondecreasing function v(·) ∈ C and κv > 0, such that for
t ∈ I, we have

Iϑv(t) ≤ κvv(t),

(H4) There exist continuous functions q, k̃1, k̃2, k̃3 : I −→ R+, such that for
t ∈ I , we have

|f(t, β, β̄)| ≤ k̃1(t) + k̃2(t)
|β|

1 + |β|
+ k̃3(t)|β̄|,
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and
k̃1(t) + k̃2(t)

1− k̃3(t)
≤ q(t)v(t).

for t ∈ I and β, β̄ ∈ R.

Then, problem (4.1)-(4.2) is U-H-R stable.

Set q∗ = sup
t∈I

q(t).

Proof. Let x ∈ C be a solution if inequality (4.14), and assume that y is
the unique solution of the problem

C
0 T̃ϑy(t) = f

(
t, y(t), C0 T̃ϑy(t)

)
, t ∈ I.

By Lemma 4.3.2, we obtain

y(t) =
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 f
(
s, y(s), C0 T̃ϑy(s)

)
ds, if t ∈ I.

Since x is a solution of the inequality (4.14), by Remark 4.3.2, for t ∈ I , we
have

C
0 T̃ϑx(t) = f

(
t, x(t), C0 T̃ϑx(t)

)
+ σ(t). (4.15)

Clearly, the solution of (4.15) is given by

x(t) =
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2

(
f
(
s, x(s), C0 T̃ϑx(s)

)
+ σ(s)

)
ds, if t ∈ I.

For each t ∈ I, we have

|x(t)− y(t)| ≤ 1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2

∣∣∣f (s, x(s), C0 T̃ϑx(s)
)

− f
(
s, y(s), C0 T̃ϑy(s)

)∣∣∣ ds+ 1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 |σ(s)|ds.

By the hypothesis (H4), for t ∈ I , we have

|f (t, x(t), h(t))| ≤ k̃1(t) + k̃2(t) + k̃3(t) |f (t, x(t), h(t))| ,
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which implies that

|f (t, x(t), h(t))| ≤ k̃1(t) + k̃2(t)

1− k̃3(t)
.

Then, for each t ∈ I, we have

|x(t)− y(t)| ≤ ϵκvv(t) +
2

ϑ

∫ t

0

k̃1(t) + k̃2(t)

1− k̃3(t)
sϑ−1e

(1−ϑ)(sϑ−tϑ)

ϑ2 ds

≤ v(t)

ϵκv +
2q∗
(
1− e

(ϑ−1)Tϑ
f

ϑ2

)
1− ϑ

 .

Then,
|x(t)− y(t)| ≤ af,vϵv(t),

where

af,v = κv +

2q∗
(
1− e

(ϑ−1)Tϑ
f

ϑ2

)
ϵ(1− ϑ)

.

Hence, problem (4.1)-(4.2) is U-H-R stable.

4.3.3 Successive approximations and uniqueness results

This section is devoted to giving the main result of the global convergence
of successive approximations of our problem (4.1)-(4.2).

Set Iλ := [0, λTf ] for any λ ∈ [0, 1]. In what follows, we need the follow-
ing hypotheses.

(H5) There exist a constant κ > 0 and a continuous function Ψ : I×[0,κ]×
[0,κ] −→ R+, such that Ψ(t, ·, ·) is nondecreasing for all t ∈ I and the
inequality

|f(t, β1, β̄1)− f(t, β2, β̄2)| ≤ Ψ
(
t, |β1 − β2|, |β̄1 − β̄2|

)
(4.16)

holds for t ∈ I and β1, β2, β̄1, β̄2 ∈ R,with |β1−β2| ≤ κ and |β̄1−β̄2| ≤
κ.
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(H6) R ≡ 0 is the only function in C(Iξ, [0,κ]) which satisfies the integral
inequality

R(t) ≤ 1

ϑ

∫ ξTf

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 Ψ
(
s, R(s),

(
C
0 T̃ϑR

)
(s)
)
ds,

with λ ≤ ξ ≤ 1.

We define the successive approximations of the problem (4.1)-(4.2) as fol-
lows:

y0(t) = 0, t ∈ I,

yn+1(t) =
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 f
(
s, yn(s),

C
0 T̃ϑyn(s)

)
ds, t ∈ I.

Theorem 4.3.4. Assume that the hypotheses (H1)-(H2), (H5) and (H6) hold.
Then, the successive approximations yn; n ∈ N are well defined and converge to
the unique solution of the problem (4.1)-(4.2) uniformly on I .

Proof. From (H1), the successive approximations are well defined. Dif-
ferentiating the two sides of the successive approximations yn; n ∈ N by
using the improved Caputo conformable fractional derivative of order ϑ,
by Lemma 4.2.2, we have(

C
0 T̃ϑy0

)
(t) = 0, t ∈ I,(

C
0 T̃ϑyn+1

)
(t) = f

(
t, yn(t),

C
0 T̃ϑyn(t)

)
, t ∈ I.

And since y ∈ C, then there exist two constants δ1, δ2 > 0 such that

∥yn∥C ≤ δ1 and ∥C0 T̃ϑyn∥C ≤ δ2.
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Let γ1, γ2 ∈ I = [0, Tf ], γ1 < γ2. Then,

|yn(γ2)− yn(γ1)|

≤

∣∣∣∣∣1ϑ
∫ γ2

0

sϑ−1e
(1−ϑ)(sϑ−γϑ2 )

ϑ2 f
(
s, yn−1(s),

C
0 T̃ϑyn−1(s)

)
ds

− 1

ϑ

∫ γ1

0

sϑ−1e
(1−ϑ)(sϑ−γϑ1 )

ϑ2 f
(
s, yn−1(s),

C
0 T̃ϑyn−1(s)

)
ds

∣∣∣∣∣
≤ 1

ϑ

∫ γ1

0

sϑ−1

∣∣∣∣e (1−ϑ)(sϑ−γϑ2 )

ϑ2 − e
(1−ϑ)(sϑ−γϑ1 )

ϑ2

∣∣∣∣ ∣∣∣f (s, yn−1(s),
C
0 T̃ϑyn−1(s)

)∣∣∣ ds
+

∣∣∣∣∣1ϑ
∫ γ2

γ1

sϑ−1e
(1−ϑ)(sϑ−γϑ2 )

ϑ2 f
(
s, yn−1(s),

C
0 T̃ϑyn−1(s)

)
ds

∣∣∣∣∣
≤ 1

ϑ
sup

(t,y,z)∈I×[0,δ1]×[0,δ2]

|f(t, y, z)|
∫ γ1

0

sϑ−1

∣∣∣∣e (1−ϑ)(sϑ−γϑ2 )

ϑ2 − e
(1−ϑ)(sϑ−γϑ1 )

ϑ2

∣∣∣∣ ds
+

1

ϑ
sup

(t,y,z)∈I×[0,δ1]×[0,δ2]

|f(t, y, z)|
∫ γ2

γ1

sϑ−1

∣∣∣∣e (1−ϑ)(sϑ−γϑ2 )

ϑ2

∣∣∣∣ ds.
Thus,

|yn(γ2)− yn(γ1)|

≤ 1

1− ϑ
sup

(t,y,z)∈I×[0,δ1]×[0,δ2]

|f(t, y, z)|
[
2− 2e

(1−ϑ)(γϑ1 −γϑ2 )

ϑ2 + e
(ϑ−1)γϑ1

ϑ2 − e
(ϑ−1)γϑ2

ϑ2

]
.

As γ1 −→ γ2 the right hand side of the above inequality tends to zero. As
a result, the sequence {yn(t); n ∈ N} is equicontinuous on I .

Let

τ := sup
{
λ ∈ [0, 1]; {yn(t); n ∈ N} converges uniformly on Iλ

}
.

If τ = 1, then we have the global convergence of successive approxima-
tions. Suppose that τ < 1, then the sequence {yn(t); n ∈ N} converges
uniformly on Iτ . As this sequence is equicontinuous, it converges uni-
formly to a continuous function ỹ(t). In the case that we prove that there
exists ξ ∈ (τ, 1] that {yn(t); n ∈ N} converges uniformly on Iξ, this will
yield a contradiction.
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Put y(t) = ỹ(t) for t ∈ Iτ . From (H5), there exist a constant κ > 0 and
a continuous function Ψ : I × [0,κ] × [0,κ] −→ R+ ensuring inequality
(4.16). Also, there exist ξ ∈ [τ, 1] and n0 ∈ N, such that for all t ∈ Iξ and
n,m > n0, we have

|yn(t)− ym(t)| ≤ κ,

and ∣∣∣(C0 T̃ϑyn

)
(t)−

(
C
0 T̃ϑym

)
(t)
∣∣∣ ≤ κ.

For all t ∈ Iξ, put
R(n,m)(t) = |yn(t)− ym(t)|,

Rk(t) = sup
n,m≥k

R(n,m)(t),(
C
0 T̃ϑR

(n,m)
)
(t) =

∣∣∣(C0 T̃ϑyn

)
(t)−

(
C
0 T̃ϑym

)
(t)
∣∣∣ ,

and (
C
0 T̃ϑRk

)
(t) = sup

n,m≥k

(
C
0 T̃ϑR

(n,m)
)
(t),

Since the sequence Rk(t) is non-increasing, it is convergent to a function
R(t) for each t ∈ Iξ. From the equi-continuity of {Rk(t)}, it follows that
lim
k→∞

Rk(t) = R(t) uniformly on Iξ. Furthermore, for t ∈ Iξ and n,m ≥ k,

we have

R(n,m)(t) = |yn(t)− ym(t)|
≤ sup

s∈[0,t]
|yn(s)− ym(s)|

≤ 1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2

∣∣∣f (s, yn−1(s),
C
0 T̃ϑyn−1(s)

)
− f

(
s, ym−1(s),

C
0 T̃ϑym−1(s)

) ∣∣∣ds
≤ 1

ϑ

∫ ξT

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2

∣∣∣f (s, yn−1(s),
C
0 T̃ϑyn−1(s)

)
− f

(
s, ym−1(s),

C
0 T̃ϑym−1(s)

) ∣∣∣ds.
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Then, by equality (4.16), we have

R(n,m)(t)

≤ 1

ϑ

∫ ξTf

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 Ψ
(
s, |yn−1(s)− ym−1(s)| ,

∣∣∣C0 T̃ϑyn−1(s)− C
0 T̃ϑym−1(s)

∣∣∣) ds
≤ 1

ϑ

∫ ξTf

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 Ψ
(
s, R(n−1,m−1)(s),

(
C
0 T̃ϑR

(n−1,m−1)
)
(s)
)
ds.

Thus,

Rk(t) ≤
1

ϑ

∫ ξT

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 Ψ
(
s, Rk−1(s),

(
C
0 T̃ϑRk−1

)
(s)
)
ds.

By the Lebesgue dominated convergence theorem we have

R(t) ≤ 1

ϑ

∫ ξT

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 Ψ
(
s, R(s),

(
C
0 T̃ϑR

)
(s)
)
ds.

Then, by (H1) and (H6) we getR ≡ 0 on Iξ, which yields that lim
k→∞

Rk(t) = 0

uniformly on Iξ. Thus, {yk(t)}∞k=1 is a Cauchy sequence on Iξ. Conse-
quently, {yk(t)}∞k=1 is uniformly convergent on Iξ, which yields the contra-
diction.

Also, {yk(t)}∞k=1 converges uniformly on I to a continuous function
y∗(t). By the Lebesgue dominated convergence theorem, we get

lim
k→∞

1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 f
(
s, yk(s),

C
0 T̃ϑyk(s)

)
ds

=
1

ϑ

∫ t

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 f
(
s, y∗(s),

C
0 T̃ϑy∗(s)

)
ds,

for all t ∈ I . This means that y∗ is a solution of the problem (4.1)-(4.2).

Let us now prove the uniqueness result of the problem (4.1)-(4.2). Let
y1 and y2 be two solutions of (4.1)-(4.2). As above, put

τ̂ := sup {λ ∈ [0, 1]; y1(t) = y2(t) for t ∈ Iλ} ,

and suppose that τ̂ < 1. There exist a constant κ > 0 and a comparison
function Ψ : Iτ̂ × [0,κ]× [0,κ] −→ R+ verifying inequality (4.16). We take
ξ ∈ (λ, 1) such that

|y1(t)− y2(t)| ≤ κ,
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and ∣∣∣(C0 T̃ϑy1

)
(t)−

(
C
0 T̃ϑy2

)
(t)
∣∣∣ ≤ κ.

for t ∈ Iξ. Then, for all t ∈ Iξ, we have

|y1(t)− y2(t)| ≤
1

ϑ

∫ ξTf

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2

∣∣∣f (s, y0(s), C0 T̃ϑy0(s)
)

− f
(
s, y1(s),

C
0 T̃ϑy1(s)

) ∣∣∣ds
≤ 1

ϑ

∫ ξTf

0

sϑ−1e
(1−ϑ)(sϑ−tϑ)

ϑ2 Ψ
(
s, |y0(s)− y1(s)| ,

∣∣∣C0 T̃ϑy0(s)− C
0 T̃ϑy1(s)

∣∣∣) .
Again, by (H1) and (H6) we get y1 − y2 ≡ 0 on Iξ. This gives us y1 = y2 on
Iξ, which gives a contradiction. Consequently, τ̂ = 1 and the solution of
the problem (4.1)-(4.2) is unique on I .

4.4 Examples

Example 4.4.1. We consider the following problem involving the improved
Caputo-type conformable fractional derivative:

C
0 T̃ 1

2
x(t) =

sin(t) + t2 + 1

163et+5(1 + |x(t)|+ |C0 T̃ 1
2
x(t)|)

, t ∈ [0, 1],

x(0) = 0.

(4.17)

Set

f(t, x(t), C0 T̃ 1
2
x(t)) =

sin(t) + t2 + 1

163et+5(1 + |x(t)|+ |C0 T̃ 1
2
x(t)|)

,

where ϑ = 1
2
.

For each β1, β̄1, β2, β̄2 ∈ R and t ∈ [0, 1], we have

|f(t, β1, β2)− f(t, β̄1, β̄2)| ≤
sin(t) + t2 + 1

163et+5

[
|β1 − β̄1|+ |β2 − β̄2|

]
.

Therefore, (H2) is verified with

p1(t) = p2(t) =
sin(t) + t2 + 1

163et+5
,
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and
p∗1 = p∗2 =

3

163e5
.

Also, for t ∈ I we have

p∗1

(
1− e

(ϑ−1)Tϑ

ϑ2

)
(1− ϑ)(1− p∗2)

=
6− 6e−2

163e5 − 3

≈ 0.000214482979914345

< 1.

Then, the condition (4.7) is satisfied. Hence, as all conditions of Theorem
4.3.1 are met, the problem (4.17) admit a unique solution.

Example 4.4.2. Consider the following problem:
C
0 T̃ 1

4
x(t) = f(t, x(t), C0 T̃ 1

4
x(t)), t ∈ I = [0, 3],

x(0) = 0,

(4.18)

where

f(t, x, x̄) =
1

122 + 22e3−t

[
1 +

|x|
1 + |x|

+
|x̄|

1 + |x̄|

]
,

for t ∈ [0, 3], x, x̄ ∈ R and ϑ = 1
4
.

All conditions of Theorem 4.3.2 are satisfied with

p1(t) = p2(t) =
1

122 + 22e3−t
,

p∗1 = p∗2 =
1

144
,

and

η =

k∗2

(
1− e

(ϑ−1)Tϑ

ϑ2

)
(1− k∗3)(1− ϑ)

=
4− 4e−12(3)

1
4

429
≈ 0.00932400803327006

< 1.
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Then, it follows that the problem (4.18) admit at least one solution. Also,
the hypothesis (H3) and (H4) are satisfied with

k̃1(t) = k̃2(t) = k̃3(t) =
1

122 + 22e3−t
,

v(t) = 2 and q(t) =
1

121 + 22e3−t
.

Hence, Theorem 4.3.3 implies that problem (4.18) is U-H-R stable.

Example 4.4.3. We consider the following problem involving the improved
Caputo-type conformable fractional derivative:

C
0 T̃ 1

3
x(t) =

5et + 2t3 + 1

73et+1(1 + |x(t)|+ |C0 T̃ 1
3
x(t)|)

, t ∈ [0, π],

x(0) = 0.

(4.19)

Set

f(t, x(t), C0 T̃ 1
2
x(t)) =

5et + 2t3 + 1

73et+1(1 + |x(t)|+ |C0 T̃ 1
3
x(t)|)

,

where ϑ = 1
3
.

For each β1, β̄1, β2, β̄2 ∈ R and t ∈ [0, π], we have

|f(t, β1, β2)− f(t, β̄1, β̄2)| ≤
5et + 2t3 + 1

73et+1

[
|β1 − β̄1|+ |β2 − β̄2|

]
.

Therefore, (H2) and (H5) are verified for all t ∈ [0, π], κ > 0 and the com-
parison function Ψ : I × [0,κ]× [0,κ] −→ R+ is defined by:

Ψ(t, β1, β2) =
5et + 2t3 + 1

73et+1
(β1 + β2).

Consequently, Theorem 4.3.4 means that the successive approximations
yn; n ∈ N, defined by

y0(t) = 0, t ∈ [0, π],

yn+1(t) = 3

∫ t

0

(
s−

2
3 e6(s

1
3−t

1
3 )
)
(5es + 2s3 + 1)

73es+1(1 + |yn(s)|+ |C0 T̃ 1
3
yn(s)|)

ds, t ∈ [0, π].

converges uniformly on [0, π] to the unique solution of the problem (4.19).



Chapter 5

Abstract Fractional Differential
Equations with Delay and non
Instantaneous Impulses(4)

5.1 Introduction

In this chapter, in the first section we will treat the uniqueness and
ulam-hayers-rassias stability of abstract fractional differential equations
with finite delay , with infinite delay, with state-dependent delay and in
the second section we will treat the existence of mild solutions for a class
of impulsive fractional equations with infinite delay.

cDζ
δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χϑ); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ [−κ2, 0],
(5.1)

where ℑ0 := [0, ϑ1], ℑ̂ȷ := (ϑȷ, δȷ], ℑȷ := (δȷ, ϑȷ+1]; ȷ = 1, . . . , ω, cDζ
δȷ

is the
fractional Caputo derivative of order ζ ∈ (0, 1], 0 = δ0 < ϑ1 ≤ δ1 ≤ ϑ2 <

(4) [38] A. Benchaib, A. Salim, S. Abbas and M. Benchohra, New Stability Results for
Abstract Fractional Differential Equations with Delay and non Instantaneous Impulses.
Mathematics 2023, 11, 3490.
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· · · < δω−1 ≤ ϑω ≤ δω ≤ ϑω+1 = κ1, κ2, κ1 > 0, ℵ : ℑȷ × C → Ξ; ȷ =

0, . . . , ω, ℵ̂ȷ : ℑ̂ȷ × Ξ → Ξ; ȷ = 1, . . . , ω, ℘ : [−κ2, 0] → Ξ are continuous
functions, Ξ is a Banach space, Θ is the infinitesimal generator of a compact
analytic semigroup of uniformly bounded linear operators {H(ϑ); ϑ > 0}
in Ξ and C is the Banach space defined by

C = Cκ2 = {χ : [−κ2, 0] → Ξ : continuous and there exist εȷ ∈ (−κ2, 0);
ȷ = 1, . . . , ω, such that χ(ε−ȷ ) and χ(ε+ȷ ) exist with χ(ε−ȷ ) = χ(εȷ)

}
,

with the norm
∥χ∥C = sup

ϑ∈[−κ2,0]

∥χ(ϑ)∥Ξ.

We denote by χϑ the element of C defined by

χϑ(ε) = χ(ϑ+ ε); ε ∈ [−κ2, 0],

here χϑ(·) represents the history of the state from time ϑ − κ2 up to the
present time ϑ.

In section 5.5, we consider the following abstract impulsive fractional
differential equations with infinite delay of the form:

cDζ
δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χϑ); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ R− := (−∞, 0],

(5.2)

where Θ and ℵ̂ȷ; ȷ = 1, . . . , ω are as in problem (5.1), ℵ : ℑȷ × k → Ξ; ȷ =
0, . . . , ω, ℘ : R− → Ξ are given continuous functions, and k is called a
phase space that will be specified in Section 5.4.

The third problem is the abstract impulsive fractional differential equa-
tions with state-dependent delay of the form

cDζ
δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χρ(ϑ,χϑ)); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ [−κ2, 0],
(5.3)

where Θ, ℵ, ℘ and ℵ̂ȷ; ȷ = 1, . . . , ω are as in problem (5.1) and ρ : ℑȷ×C →
R; ȷ = 0, . . . , ω, is a given continuous function.
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The fourth problem is in section 5.6, where we consider the following
abstract impulsive fractional differential equations with state-dependent
delay of the form:

cDζ
δȷ
χ(ϑ) = Θχ(ϑ) + ℵ(ϑ, χρ(ϑ,χϑ)); if ϑ ∈ ℑȷ, ȷ = 0, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ R−,

(5.4)

where Θ,ℵ, ℘ and ℵ̂ȷ; ȷ = 1, . . . , ω are as in problem (5.2) and ρ : ℑȷ ×
k → R; ȷ = 0, . . . , ω, is a given continuous function. Let us define some
definitions and notations.

5.2 Preliminaries

Let ℑ = [0, κ1]; κ1 > 0, denote L1(ℑ) the space of Bochner-integrable func-
tions χ : ℑ → Ξ with the norm

∥χ∥L1 =

∫ κ1

0

∥χ(ϑ)∥Ξdϑ,

where ∥ · ∥Ξ denotes a norm on Ξ.
As usual, by AC(ℑ) we denote the space of absolutely continuous func-
tions from ℑ into Ξ, and C := C(ℑ) is the Banach space of all continuous
functions from ℑ into Ξ with the norm ∥.∥∞ defined by

∥χ∥∞ = sup
ϑ∈ℑ

∥χ(ϑ)∥Ξ.

Consider the Banach space

PC =
{
χ : [−κ2, κ1] → Ξ : χ|[−κ2,0] = ℘, χ|ℑ̂ȷ

= ℵ̂ȷ; ȷ = 1, . . . , ω, χ|ℑȷ ; ȷ = 1, . . . , ω

is continuous and there exist χ(δ−ȷ ), χ(δ
+
ȷ ), χ(ϑ

−
ȷ ) and χ(ϑ+

ȷ )

with χ(δ+ȷ ) = ℵ̂ȷ(δȷ, χ(δȷ)) and χ(ϑ−
ȷ ) = ℵ̂ȷ(ϑȷ, χ(ϑȷ))

}
,

with the norm
∥χ∥PC = sup

ϑ∈[−κ2,κ1]

∥χ(ϑ)∥Ξ.
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Let ζ > 0, for χ ∈ L1(ℑ), the expression

(Iζ0χ)(ϑ) =
1

Γ(ζ)

∫ ϑ

0

(ϑ− ε)ζ−1χ(ε)dε,

is called the left-sided mixed Riemann-Liouville integral of order ζ, where
Γ(·) is the (Euler’s) Gamma function defined by Γ(ς) =

∫∞
0
ϑς−1e−ϑdϑ; ς >

0.

In particular,

(I00χ)(ϑ) = χ(ϑ), (I10χ)(ϑ) =

∫ ϑ

0

χ(ε)dε; for almost all ϑ ∈ ℑ.

For instance, Iζ0χ exists for all ζ ∈ (0,∞), when χ ∈ L1(ℑ). Note also that
when χ ∈ C(ℑ), then (Iζ0χ) ∈ C(ℑ).

Definition 5.2.1 ( [6, 122]). Let ζ ∈ (0, 1] and χ ∈ AC(ℑ). The Caputo
fractional-order derivative of order ζ of χ is given by

cDζ
0χ(ϑ) = (I1−ζ

0

d

dϑ
χ)(ϑ) =

1

Γ(1− ζ)

∫ ϑ

0

(ϑ− ε)−ζ d

dε
χ(ε)dε.

Example 5.2.1. Let ϖ ∈ (−1, 0) ∪ (0,∞) and ζ ∈ (0, 1], then

cDζ
0

ϑϖ

Γ(1 +ϖ)
=

ϑϖ−ζ

Γ(1 +ϖ − ζ)
; for almost all ϑ ∈ ℑ.

Let a1 ∈ [0, κ1], ℑ̂1 = (a1, κ1], ζ > 0. For χ ∈ L1(ℑ̂1), the expression

(Iζκ1
+χ)(ϑ) =

1

Γ(ζ)

∫ ϑ

a+1

(ϑ− ε)ζ−1χ(ε)dε,

is called the left-sided mixed Riemann-Liouville integral of order ζ of χ.

Definition 5.2.2. [6, 122] For χ ∈ L1(ℑ̂1) where d
dϑ
χ is Bochner integrable

on ℑ̂1, the Caputo fractional order derivative of order ζ of χ is defined by
the expression

(cDζ
κ1

+χ)(ϑ) = (I1−ζ
κ1

+

d

dϑ
χ)(ϑ).
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Definition 5.2.3 ( [133]). A function χ : [−κ2, κ1] → Ξ is said to be a mild
solution of (5.1) if χ satisfies

χ(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε; if ϑ ∈ [0, ϑ1],

χ(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ [−κ2, 0],

where

Fζ(ϑ) =

∫ ∞

0

µζ(η)H(ϑ
ζη)dη, Hζ(ϑ) = ζ

∫ ∞

0

ηµζ(η)H(ϑ
ζη)dη, µζ(η) =

1

ζ
η−1− 1

ζ τ ζ(η
− 1

ζ ) ≥ 0,

and

τ ζ(η) =
1

π

∞∑
ı=0

(−1)ı−1η−ıζ−1Γ(ıζ + 1)

ı!
sin(ıζπ); η ∈ (0,∞).

µζ is a probability density function on (0,∞), that is
∫∞
0
µζ(η)dη = 1.

Remark 5.2.1. We can deduce that for κ ∈ [0, 1], we have∫ ∞

0

ηκµζ(η)dη =

∫ ∞

0

η−ζκτ ζ(η)dη =
Γ(1 + κ)
Γ(1 + ζκ)

.

Lemma 5.2.1 ( [133]). For any ϑ ≥ 0, the operators Fζ(ϑ) and Hζ(ϑ) have the
following properties:

(a) For ϑ ≥ 0, Fζ and Hζ are linear and bounded operators, ie., for any χ ∈ Ξ,

∥Fζ(ϑ)χ∥Ξ ≤ ∆∥χ∥Ξ, ∥Hζ(ϑ)χ∥Ξ ≤ ∆

Γ(ζ)
∥χ∥Ξ.

(b) {Fζ(ϑ); ϑ ≥ 0} and {Hζ(ϑ); ϑ ≥ 0} are strongly continuous.

(c) For every ϑ ≥ 0, Fζ(ϑ) and Hζ(ϑ) are also compact operators.
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Now, we consider the Ulam stability for (5.1). Let υ > 0, Y ≥ 0 and
Z : ℑ → [0,∞) be a continuous function. Let

∥χ(ϑ)− Fζ(ϑ)℘(0)−
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε∥Ξ ≤ υ; if ϑ ∈ [0, ϑ1],

∥χ(ϑ)− Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

−
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε∥Ξ ≤ υ; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥χ(ϑ)− ℵ̂ȷ(ϑ, χ(ϑ))∥Ξ ≤ υ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.
(5.5)

∥χ(ϑ)− Fζ(ϑ)℘(0)−
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε∥Ξ ≤ Z(ϑ); if ϑ ∈ [0, ϑ1],

∥χ(ϑ)− Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

−
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε∥Ξ ≤ Z(ϑ); if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥χ(ϑ)− ℵ̂ȷ(ϑ, χ(ϑ))∥Ξ ≤ Y ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.
(5.6)

∥χ(ϑ)− Fζ(ϑ)℘(0)−
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε∥Ξ ≤ υZ(ϑ); if ϑ ∈ [0, ϑ1],

∥χ(ϑ)− Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

−
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε∥Ξ ≤ υZ(ϑ); if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥χ(ϑ)− ℵ̂ȷ(ϑ, χ(ϑ))∥Ξ ≤ υY ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.
(5.7)

Definition 5.2.4. [8, 121, 122] Problem (5.1) is Ulam-Hyers stable if there
exists a real number cℵ,ℵ̂ȷ

> 0 such that for each υ > 0 and for each solution
χ ∈ PC of the inequalities (2.6) there exists a mild solution κ ∈ PC of
problem (5.1) with

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ υcℵ,ℵ̂ȷ
; ϑ ∈ ℑ.

Definition 5.2.5. [8, 121] Problem (5.1) is generalized Ulam-Hyers stable
if there exists ηℵ,ℵ̂ȷ

: C([0,∞), [0,∞)) with ηℵ,ℵ̂ȷ
(0) = 0 such that for each

υ > 0 and for each solution χ ∈ PC of the inequalities (5.5) there exists a
mild solution κ ∈ PC of problem (5.1) with

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ ηℵ,ℵ̂ȷ
(υ); ϑ ∈ ℑ.
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Definition 5.2.6. [8, 121] Problem (5.1) is Ulam-Hyers-Rassias stable with
respect to (Z,Y) if there exists a real number cℵ,ℵ̂ȷ,Z > 0 such that for each
υ > 0 and for each solution χ ∈ PC of the inequalities (5.7) there exists a
mild solution κ ∈ PC of problem (5.1) with

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ υcℵ,ℵ̂ȷ,Z(Y + Z(ϑ)); ϑ ∈ ℑ.

Definition 5.2.7. [8,121] Problem (5.1) is generalized Ulam-Hyers-Rassias
stable with respect to (Z,Y) if there exists a real number cℵ,ℵ̂ȷ,Z > 0 such
that for each solution χ ∈ PC of the inequalities (5.6) there exists a mild
solution κ ∈ PC of problem (5.1) with

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ cℵ,ℵ̂ȷ,Z(Y + Z(ϑ)); ϑ ∈ ℑ.

Remark 5.2.2. It is clear that: (i) Definition 2.2.8 ⇒ Definition 2.2.9, (ii)
Definition 2.2.10 ⇒ Definition 2.2.11, (iii) Definition 2.2.10 for Z(·) = Y =
1 ⇒ Definition 2.2.8.

Remark 5.2.3. A function χ ∈ PC is a solution of the inequalities (5.6) if
and only if there exist a function G ∈ PC and a sequence {Gȷ}J=1···ω;⊂ Ξ
(which depend on χ) such that

(i) ∥G(ϑ)∥Ξ ≤ Z(ϑ) and ∥Gȷ∥Ξ ≤ Y ; ȷ = 1, . . . , ω,

(ii) the function χ ∈ PC satisfies

χ(ϑ) = G(ϑ) + Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε; if ϑ ∈ [0, ϑ1],

χ(ϑ) = G(ϑ) + Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

χ(ϑ) = Gȷ + ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.

Lemma 5.2.2 ( [131]). Suppose β > 0, a(ϑ) is a nonnegative function locally
integrable on 0 ≤ ϑ < T (some T ≤ +∞) and ℵ̂(ϑ) is a nonnegative, nonde-
creasing continuous function defined on 0 ≤ ϑ < T, ℵ̂(ϑ) ≤ ∆ (constant), and
suppose χ(ϑ) is nonnegative and locally integrable on 0 ≤ ϑ < T with

χ(ϑ) ≤ a(ϑ) + ℵ̂(ϑ)
∫ ϑ

0

(ϑ− δ)β−1χ(δ)dδ
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on this interval. Then

χ(ϑ) ≤ a(ϑ) +

∫ ϑ

0

[
∞∑
ı=1

(ℵ̂(ϑ)Γ(β))ı

Γ(ıβ)
(ϑ− δ)ıβ−1a(δ)

]
dδ, 0 ≤ ϑ < T.

5.3 Uniqueness and Ulam stabilities results with
finite delay

In this section, we discuss the uniqueness of mild solutions and we present
conditions for the Ulam stability for the problem (5.1).

Theorem 5.3.1. Assume that the following hypotheses hold:

(H1) The semigroup H(ϑ) is compact for ϑ > 0,

(H2) For each ϑ ∈ ℑȷ; ȷ = 0, . . . , ω, the function ℵ(ϑ, ·) : Ξ → Ξ is continuous
and for each κ ∈ C, the function ℵ(·,κ) : ℑȷ → Ξ is measurable,

(H3) There exists a constant lℵ > 0 such that

∥ℵ(ϑ, χ)− ℵ(ϑ, χ)∥Ξ ≤ lℵ∥χ− χ∥C, for each ϑ ∈ ℑȷ; ȷ = 0, . . . , ω,

and each χ, χ ∈ C,

(H4) There exist constants 0 < lℵ̂ȷ
< 1; ȷ = 1, . . . , ω, such that

∥ℵ̂ȷ(ϑ, χ)− ℵ̂ȷ(ϑ, χ)∥Ξ ≤ lℵ̂ȷ
∥χ− χ∥Ξ,

for each ϑ ∈ ℑ̂ȷ, and each χ, χ ∈ Ξ, ȷ = 1, . . . , ω.

If

ℓ := ∆lℵ̂ +
∆lℵκ1

ζ

Γ(ζ)
< 1, (5.8)

where lℵ̂ = max
ȷ=1,...,ω

lℵ̂ȷ
, then the problem (5.1) has a unique mild solution on

[−κ2, κ1].

Furthermore, if the following hypothesis
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(H5) There exists ϖZ > 0 such that for each ϑ ∈ ℑ, we have∫ ϑ

δȷ

[
∞∑
ı=1

(∆lℵ)
ı

(1−∆lℵ̂)
ıΓ(ıζ)

(ϑ− ε)ıζ−1Z(ε)

]
dε ≤ ϖZZ(ϑ); ȷ = 0, . . . , ω,

holds, then the problem (5.1) is generalized Ulam-Hyers-Rassias stable.

Proof. Consider the operator 𭟋 : PC → PC defined by

(𭟋χ)(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χ(ε))dε; if ϑ ∈ [0, ϑ1],

(𭟋χ)(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χ(ε))dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

(𭟋χ)(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

(𭟋χ)(ϑ) = ℘(ϑ); if ϑ ∈ [−κ2, 0],

Clearly, the fixed points of the operator 𭟋 are solution of the problem (5.1).

Let χ,κ ∈ PC, then, for each ϑ ∈ ℑ, we have

∥(𭟋χ)(ϑ)− (𭟋κ)(ϑ)∥Ξ ≤ ∥
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)

×[ℵ(ε, χε)− ℵ(ε,κε)]dε∥Ξ; if ϑ ∈ [0, ϑ1],

∥(𭟋χ)(ϑ)− (𭟋κ)(ϑ)∥Ξ ≤ ∥Fζ(ϑ− δȷ)(ℵ̂ȷ(δȷ, χ(δȷ))− ℵ̂ȷ(δȷ,κ(δȷ))∥Ξ

+∥
∫ ϑ

δȷ
(ϑ− ε)r1−1Hζ(ϑ− δȷ)[ℵ(ε, χε)− ℵ(ε,κε)]dε∥Ξ; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥(𭟋χ)(ϑ)− (𭟋κ)(ϑ)∥Ξ = ∥ℵ̂ȷ(ϑ, χ(ϑ))− ℵ̂ȷ(ϑ,κ(ϑ))∥Ξ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.
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Thus, we get

∥(𭟋χ)(ϑ)− (𭟋κ)(ϑ)∥Ξ ≤
∫ ϑ

0
(ϑ− ε)ζ−1lℵ∥Hζ(ϑ− ε)(χε − κε)∥Cdε;

≤ ∆lℵκ1
ζ

Γ(ζ)
∥χ− κ∥PC ; if ϑ ∈ [0, ϑ1],

∥(𭟋χ)ϑ− (𭟋κ)ϑ∥Ξ ≤ lℵ̂∥Fζ(ϑ− δȷ)(χ(ϑ)− κ(ϑ))∥Ξ

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1lℵ∥Hζ(ϑ− ε)(χε − κε)∥Cdε

≤
(
∆lℵ̂ +

∆lℵκ1
ζ

Γ(ζ)

)
∥χ− κ∥PC ; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥(𭟋χ)(ϑ)− (𭟋κ)(ϑ)∥Ξ ≤ lℵ̂∥χ− κ∥PC ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.

Hence
∥𭟋(χ)−𭟋(κ)∥PC ≤ ℓ∥χ− κ∥PC .

By the condition (5.8), we conclude that 𭟋 is a contraction. As a conse-
quence of the Banach fixed point theorem, we deduce that 𭟋 has a unique
fixed point κ which is the unique mild solution of (5.1). Then we have

κ(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε,κε)dε; if ϑ ∈ [0, ϑ1],

κ(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ,κ(δȷ))

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε,κε)dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

κ(ϑ) = ℵ̂ȷ(ϑ,κ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

κ(ϑ) = ℘(ϑ); if ϑ ∈ [−κ2, 0].

Let χ ∈ PC be a solution of the inequality (5.6). By Remark 5.2.3, (ii) and
(H5) for each ϑ ∈ ℑ, we get

∥χ(ϑ)− Fζ(ϑ)℘(0)−
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε∥Ξ

≤ Z(ϑ); if ϑ ∈ [0, ϑ1],

∥χ(ϑ)− Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))−
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χε)dε;

≤ Z(ϑ); if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥χ(ϑ)− ℵ̂ȷ(ϑ, χ(ϑ))∥Ξ ≤ Y ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.
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Thus,

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Z(ϑ) + ∥
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)

×[ℵ(ε, χε)− ℵ(ε,κε)]dε∥Ξ; if ϑ ∈ [0, ϑ1],

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Z(ϑ) + ∆∥ℵ̂ȷ(δȷ, χ(δȷ))− ℵ̂ȷ(δȷ,κ(δȷ)∥Ξ

+
∫ ϑ

δȷ
(ϑ− ε)r1−1∥Hζ(ϑ− ε)(ℵ(ε, χε)− ℵ(ε,κε))∥Ξdε;

if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Y + ∥ℵ̂ȷ(ϑ, χ(ϑ))− ℵ̂ȷ(ϑ,κ(ϑ))∥Ξ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.

Hence

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Z(ϑ) +
∫ ϑ

0
(ϑ− ε)ζ−1lℵ∥Hζ(ϑ− ε)(χε − κε)∥Cdε

≤ Z(ϑ) + ∆lℵ
Γ(ζ)

∫ ϑ

0
(ϑ− ε)ζ−1∥χε − κε∥Cdε; if ϑ ∈ [0, ϑ1]× [0, b],

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Z(ϑ) + ∆lℵ̂∥χ(ϑ)− κ(ϑ)∥Ξ

+∆lℵ
Γ(ζ)

∫ ϑ

δȷ
(ϑ− ε)r1−1∥χε − κε∥Cdε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Y + lℵ̂∥χ(ϑ)− κ(ϑ)∥Ξ; if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.

For each ϑ ∈ [0, ϑ1], we have

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Z(ϑ) +
∆lℵ
Γ(ζ)

∫ ϑ

0

(ϑ− ε)ζ−1∥χε − κε∥Cdε.

We consider the function ϱ defined by

ϱ(ϑ) = sup{∥χ(ε)− κ(ε)∥ : −κ2 ≤ ε ≤ ϑ}; ϑ ∈ ℑ.

Let ϑ∗ ∈ [−κ2, ϑ] be such that ϱ(ϑ) = ∥χ(ϑ∗) − κ(ϑ∗)∥Ξ. If ϑ∗ ∈ [−κ2, 0],
then ϱ(ϑ) = 0. Now, if ϑ∗ ∈ ℑ, then by the previous inequality, we have for
ϑ ∈ ℑ, we have

ϱ(ϑ) ≤ Z(ϑ) +
∆lℵ
Γ(ζ)

∫ ϑ

0

(ϑ− ε)ζ−1ϱ(ϑ)dε.



5.3 Uniqueness and Ulam stabilities results with finite delay 75

From Lemma 5.2.2, we have

ϱ(ϑ) ≤ Z(ϑ) +

∫ ϑ

0

[
∞∑
ı=1

(∆lℵ)
ı

Γ(ıζ)
(ϑ− ε)ıζ−1Z(ε)

]
dε,

≤ (1 +ϖZ)Z(ϑ)

:= c1,ℵ,ℵ̂ȷ,ZZ(ϑ).

Since for every ϑ ∈ [0, ϑ1], ∥χϑ∥C ≤ ϱ(ϑ), then we get

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ c1,ℵ,ℵ̂ȷ,Z(Y + Z(ϑ)).

Now, for each ϑ ∈ ℑȷ, ȷ = 1, . . . , ω, we have

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Z(ϑ) + ∆lℵ̂∥χ(ϑ)− κ(ϑ)∥Ξ

+
∆lℵ
Γ(ζ)

∫ ϑ

δȷ

(ϑ− ε)ζ−1∥χε − κε∥Cdε.

Then, we obtain

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ 1

1−∆lℵ̂
Z(ϑ)

+
∆lℵ

(1−∆lℵ̂)Γ(ζ)

∫ ϑ

δȷ

(ϑ− ε)ζ−1∥χε − κε∥Cdε.

Again, from Lemma 5.2.2, we have

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ 1

1−∆lℵ̂

(
Z(ϑ) +

∫ ϑ

0

[
∞∑
ı=1

(∆lℵ)
ı

(1−∆lℵ̂)
ıΓ(ıζ)

(ϑ− ε)ıζ−1Z(ε)

]
dε

)
≤ 1

1−∆lℵ̂
(1 +ϖZ)Z(ϑ)

:= c2,ℵ,ℵ̂ȷ,ZZ(ϑ).

Hence, for each ϑ ∈ ℑȷ, ȷ = 1, . . . , ω, we get

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ c2,ℵ,ℵ̂ȷ,Z(Y + Z(ϑ)).

Now, for each ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω, we have

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Y + lℵ̂∥χ(ϑ)− κ(ϑ)∥Ξ.
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This gives,

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ Y
1− lℵ̂

:= c3,ℵ,ℵ̂ȷ,ZY .

Thus, for each ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω, we get

∥χ(ϑ)− κ(ϑ)∥Ξ ≤ c3,ℵ,ℵ̂ȷ,Z(Y + Z(ϑ)).

Set cℵ,ℵ̂ȷ,Z := max
i∈{1,2,3}

ci,ℵ,ℵ̂ȷ,Z . Hence, for each ϑ ∈ ℑ, we obtain

∥χ(ϑ)− κ(ϑ)∥PC ≤ cℵ,ℵ̂ȷ,Z(Y + Z(ϑ)).

Consequently, problem (5.1) is generalized Ulam-Hyers-Rassias stable.

5.4 The phase space k
The notation of the phase space k plays an important role in the study of
both qualitative and quantitative theory for functional differential equa-
tions. A usual choice is a semi-normed space satisfying suitable axioms,
which was introduced by Hale and Kato [73]. More precisely, k will de-
note the vector space of functions defined from R− into Ξ endowed with a
semi norm denoted ∥ · ∥k and such that the following axioms hold.

• (A1) If ξ : (−∞, b) → Ξ, is continuous on [0, b] and ξ0 ∈ k, then for
ϑ ∈ [0, b) the following conditions hold

– (i) ξϑ ∈ k
– (ii)∥ξϑ∥k ≤ ∆̂(ϑ) sup{|ξ(δ)| : 0 ≤ δ ≤ ϑ}+∆(ϑ)∥ξ0∥k,

– (iii)|ξ(ϑ)| ≤ H∥ξϑ∥k
where H ≥ 0 is a constant, ∆̂ : [0, b) → [0,+∞),
∆ : [0,+∞) → [0,+∞) with ∆̂ continuous and ∆ locally bounded
and H , ∆̂ and ∆ are independent of ξ(.).

• (A2) For the function ξ in (A1), the function ϑ → ξϑ is a k-valued
continuous function on [0, b].

• (A3) The space k is complete.

Denote ∆̂b = sup{∆̂(ϑ) : ϑ ∈ [0, b]} and ∆b = sup{∆(ϑ) : ϑ ∈ [0, b]}.
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Remark 5.4.1. 1. [(iii)] is equivalent to |℘(0)| ≤ H∥℘∥k for every ℘ ∈ k.

2. Since ∥·∥k is a semi norm, two elements ℘, ψ ∈ k can verify ∥℘−ψ∥k =
0 without necessarily ℘(η) = ψ(η) for all η ≤ 0.

3. From the equivalence of in the first remark, we can see that for all
℘, ψ ∈ k such that ∥℘−ψ∥k = 0, we necessarily have that ℘(0) = ψ(0).

Example 5.4.1 ( [90]). Let:

BC the space of bounded continuous functions defined from R− to Ξ;

BUC the space of bounded uniformly continuous functions defined from
R− to Ξ;

C∞ := {℘ ∈ BC : limη→−∞ ℘(η) exist in Ξ} ;

C0 := {℘ ∈ BC : limη→−∞ ℘(η) = 0} , endowed with the uniform norm

∥℘∥ = sup{|℘(η)| : η ≤ 0}.

We have that the spaces BUC, C∞ and C0 satisfy conditions (A1) − (A3).
However, BC satisfies (A1), (A3) but (A2) is not satisfied.

Example 5.4.2 ( [90]). The spaces Cℵ̂, UCℵ̂, C
∞
ℵ̂ and C0

ℵ̂.
Let ℵ̂ be a positive continuous function on (−∞, 0]. We define:

Cℵ̂ :=
{
℘ ∈ C(R−,Ξ) :

℘(η)

ℵ̂(η)
is bounded on R−

}
;

C0
ℵ̂ :=

{
℘ ∈ Cℵ̂ : limη→−∞

℘(η)

ℵ̂(η)
= 0
}
, endowed with the uniform norm

∥℘∥ = sup

{
|℘(η)|
ℵ̂(η)

: η ≤ 0

}
.

Then we have that the spaces Cℵ̂ and C0
ℵ̂ satisfy conditions (A1)− (A3). We

consider the following condition on the function ℵ̂.

(g1) For all κ1 > 0, sup0≤ϑ≤κ1
sup

{
ℵ̂(ϑ+η)

ℵ̂(η)
: −∞ < η ≤ −ϑ

}
<∞.

They satisfy conditions (A1) and (A2) if (ℵ̂1) holds.
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Example 5.4.3 ( [90]). The space Cϱ. For any real constant ϱ, we define the
functional space Cϱ by

Cϱ :=

{
℘ ∈ C(R−,Ξ) : lim

η→−∞
eϱη℘(η) exists in Ξ

}
endowed with the following norm

∥℘∥ = sup{eϱη|℘(η)| : η ≤ 0}.

Then Cϱ satisfies axioms (A1)− (A3).

5.5 Uniqueness and Ulam stabilities results with
infinite delay

In this section, we present conditions for the Ulam stability of problem
(5.2). Consider the space

Ω := {χ : (−∞, κ1] → Ξ : χϑ ∈ k for ϑ ∈ R− and χ|ℑ ∈ PC}.

Theorem 5.5.1. Assume that (H1), (H4) and the following hypotheses hold:

(H6) For each ϑ ∈ ℑȷ; ȷ = 0, . . . , ω, the function ℵ(ϑ, ·) : Ξ → Ξ is continuous
and for each κ ∈ k, the function ℵ(·,κ) : ℑȷ → Ξ is measurable,

(H7) There exists a constant l′ℵ > 0 such that

∥ℵ(ϑ, χ)−ℵ(ϑ, χ)∥Ξ ≤ l′ℵ∥χ−χ∥k, for each ϑ ∈ ℑȷ; ȷ = 0, . . . , ω, and each χ, χ ∈ k.

If

ℓ′ := ∆lℵ̂ +
∆∆̂l′ℵκ1

ζ

Γ(ζ)
< 1, (5.9)

then the problem (5.2) has a unique mild solution on (−∞, κ1]. Furthermore,
if the hypothesis (H5) holds, then the problem (5.2) is generalized Ulam-Hyers-
Rassias stable.
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Proof. Consider the operator 𭟋′ : Ω → Ω defined by,

(𭟋′χ)(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χ(ε))dε; if ϑ ∈ [0, ϑ1],

(𭟋′χ)(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χ(ε))dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

(𭟋′χ)(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

(𭟋′χ)(ϑ) = ℘(ϑ); if ϑ ∈ R−,

Clearly, the fixed points of the operator 𭟋′ are mild solutions of the prob-
lem (5.2). Consider the function κ(·) : (−∞, κ1] → Ξ defined by,κ(ϑ) = 0; if ϑ ∈ ℑ,

κ(ϑ) = ℘(ϑ); if ϑ ∈ R−.

Then κ0 = ℘. For each τ ∈ C(ℑ) with τ(0) = 0, we denote by τ the function
defined by τ(ϑ) = τ(ϑ) if ϑ ∈ ℑ,

τ(ϑ) = 0, if ϑ ∈ ℑ̃′.

If χ(·) satisfies

χ(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χ(ε))dε; if ϑ ∈ [0, ϑ1],

χ(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, χ(δȷ))

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, χ(ε))dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℵ̂ȷ(ϑ, χ(ϑ)); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω,

χ(ϑ) = ℘(ϑ); if ϑ ∈ R−,
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we decompose χ(ϑ) as χ(ϑ) = τ(ϑ) + κ(ϑ); ϑ ∈ ℑ, witch implies χϑ =
τϑ + κϑ; ϑ ∈ ℑ and the function τ satisfies τ0 = 0 and for ϑ ∈ ℑ, we get

τ(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, τ ε + κε)dε; if ϑ ∈ [0, ϑ1],

τ(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, τ δȷ + κδȷ)

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, τ ε + κε)dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

τ(ϑ) = ℵ̂ȷ(ϑ, τϑ + κϑ); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.

Set
C0 = {τ ∈ PC : τ(0) = 0},

and let ∥ · ∥a be the seminorm in C0 defined by

∥τ∥a = ∥τ0∥k + sup
ϑ∈ℑ

∥τ(ϑ)∥ = sup
ϑ∈ℑ

∥τ(ϑ)∥; τ ∈ C0.

C0 is a Banach space with norm ∥ · ∥a. Let the operator P : C0 → C0 be
defined by

(Pw)(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, τ ε + κε)dε; if ϑ ∈ [0, ϑ1],

(Pw)(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, τ δȷ + κδȷ)

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, τ ε + κε)dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

(Pw)(ϑ) = ℵ̂ȷ(ϑ, τϑ + κϑ); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.

Obviously the operator 𭟋′ has a fixed point is equivalent to P has one.
We shall use the Banach contraction principle to prove that P has a fixed
point. Indeed, consider τ, τ ∗ ∈ C0. Then, for each ϑ ∈ ℑ, we get

∥P (τ)− P (τ ∗)∥a ≤ ℓ′∥τ − τ ∗∥a.

By the condition (5.9), we conclude that P is a contraction. As a conse-
quence of Banach fixed point theorem, we deduce that P has a unique
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fixed point τ ∗. Then we have

τ ∗(ϑ) = Fζ(ϑ)℘(0) +
∫ ϑ

0
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, τ ε + κε)dε; if ϑ ∈ [0, ϑ1],

τ ∗(ϑ) = Fζ(ϑ− δȷ)ℵ̂ȷ(δȷ, τ
∗
δȷ
+ κδȷ)

+
∫ ϑ

δȷ
(ϑ− ε)ζ−1Hζ(ϑ− ε)ℵ(ε, τ ∗ε + κε)dε; if ϑ ∈ ℑȷ, ȷ = 1, . . . , ω,

τ ∗(ϑ) = ℵ̂ȷ(ϑ, τ
∗
ϑ + κϑ); if ϑ ∈ ℑ̂ȷ, ȷ = 1, . . . , ω.

Let τ ∈ C0 be a solution of the inequality (5.6). Thus, by (H5) and Lemma
5.2.2 and as in the proof of Theorem 5.3.1, we can show that; for each
ϑ ∈ ℑ,

∥τ(ϑ, ξ)− τ ∗(ϑ, ξ)∥Ξ ≤ c′ℵ,ℵ̂ȷ,Z
(Y + Z(ϑ, ξ)),

for some c′ℵ,ℵ̂ȷ,Z
> 0, which gives that the problem (5.2) is generalized

Ulam-Hyers-Rassias stable.

5.6 Uniqueness and Ulam stabilities results with
state-dependent delay

In this section, we present (without proof) uniqueness and Ulam stability
results for problems (5.3) and (5.4).

Set

R := {ρ(δ, χ) : (δ, χ) ∈ ℑȷ ×D, ρ(δ, χ) ≤ 0, ȷ = 0, . . . , ω},

where D ∈ {C,k}. We always assume that ρ : ℑȷ × D → R; ȷ = 0, . . . , ω is
continuous and the function δ 7−→ χδ is continuous from R into D.

Theorem 5.6.1. Assume that (H1), (H2), (H4) and the following hypothesis
hold:

(H8) There exists a constant l′′ℵ > 0 such that

∥ℵ(ϑ, χρ(ϑ,χϑ))− ℵ(ϑ, χρ(ϑ,χϑ)
)∥Ξ ≤ l′′ℵ∥χρ(ϑ,χϑ) − χρ(ϑ,χϑ)

∥C;

for each ϑ ∈ ℑȷ; ȷ = 0, . . . , ω, and each χ, χ ∈ C.
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If

ℓ′′ := ∆lℵ̂ +
∆l′′ℵκ1

ζ

Γ(ζ)
< 1, (5.10)

then the problem (5.3) has a unique mild solution on [−κ2, κ1]. Furthermore, if the
hypothesis (H5) holds, then the problem (5.3) is generalized Ulam-Hyers-Rassias
stable.

Theorem 5.6.2. Assume that (H1), (H4), (H6) and the following hypothesis
hold:

(H9) There exists a constant l′′′ℵ > 0 such that

∥ℵ(ϑ, χρ(ϑ,χϑ))− ℵ(ϑ, χρ(ϑ,χϑ)
)∥Ξ ≤ l′ℵ∥χρ(ϑ,χϑ) − χρ(ϑ,χϑ)

∥k;

for each ϑ ∈ ℑȷ; ȷ = 0, . . . , ω, and each χ, χ ∈ k.

If

ℓ′′′ := ∆lℵ̂ +
∆∆̂l′′′ℵ κ1

ζ

Γ(ζ)
< 1, (5.11)

then the problem (5.4) has a unique mild solution on (−∞, κ1]. Furthermore,
if the hypothesis (H5) holds, then the problem (5.4) is generalized Ulam-Hyers-
Rassias stable.

5.7 Examples

As applications of our results, we present two examples.

Example 5.7.1. Consider the functional abstract fractional differential equa-
tions with not instantaneous impulses of the form

Dζ
0,ϑλ(ϑ, ξ) =

∂2λ
∂ξ2

(ϑ, ξ) + ,ϑ)ג λ(ϑ− 1, ξ)); ϑ ∈ [0, 1] ∪ (2, 3], ξ ∈ [0, π],

λ(ϑ, ξ) = ℵ̂(ϑ, λ(ϑ, ξ)); ϑ ∈ (1, 2], ξ ∈ [0, π],
λ(ϑ, 0) = λ(ϑ, π) = 0; ϑ ∈ [0, 1] ∪ (2, 3],
λ(ϑ, ξ) = ℘(ϑ, ξ); ϑ ∈ [−1, 0], ξ ∈ [0, π],

(5.12)
where Dζ

0,ϑ := ∂ζ

∂ϑζ is the Caputo fractional partial derivative of order ζ ∈
(0, 1] with respect to ϑ. It is defined by the expression

cDϑ
0,ϑλ(ϑ, ξ) =

1

Γ(1− ζ)

∫ ϑ

0

(ϑ− ε)−ζ ∂

∂ε
λ(ε, ξ)dε,
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C := C1, ג : ([0, 1] ∪ (2, 3])× C → R and ℵ̂ : (1, 2]× R → R are given by

,ϑ)ג λ(ϑ−1, ξ)) =
1

(1 + 110eϑ)(1 + |λ(ϑ− 1, ξ)|)
; ϑ ∈ [0, 1]∪(2, 3], ξ ∈ [0, π],

ℵ̂(ϑ, λ(ϑ, ξ)) = 1

1 + 110eϑ+ξ
ln(1 + ϑ2 + |λ(ϑ, ξ)|); ϑ ∈ (1, 2], ξ ∈ [0, π],

and ℘ : [−1, 0]× [0, π] → R is a continuous function.

Let Ξ = L2([0, π],R) and define Θ : D(Θ) ⊂ Ξ → Ξ by Θτ = τ ′′ with
domain

D(Θ) = {τ ∈ Ξ : τ, τ ′ are absolutely continuous, τ ′′ ∈ Ξ, τ(0) = τ(π) = 0}.

It is well known that Θ is the infinitesimal generator of an analytic semi-
group on Ξ (see [115]). Then

Θτ = −
∞∑
ı=1

ı2 < τ, eı > eı; τ ∈ D(Θ),

where

eı(ξ) =

√
2

π
sin(ıξ); ξ ∈ [0, π], ı = 1, 2, 3, . . . .

The semigroup H(ϑ); ϑ ≥ 0 is given by

H(ϑ)τ =
∞∑
ı=1

e−ı2ϑ < τ, eı > eı; τ ∈ Ξ.

Hence the assumptions (H1) and (H2) are satisfied.

For ξ ∈ [0, π], set χ(ϑ)(ξ) = λ(ϑ, ξ); ϑ ∈ [0, 3], ℘(ϑ)(ξ) = ℘(ϑ, ξ); ϑ ∈
[−1, 0],

Θχ(ϑ)(ξ) =
∂2λ

∂ξ2
(ϑ, ξ); ϑ ∈ [0, 1] ∪ (2, 3],

ℵ(ϑ, χ(ϑ))(ξ) = ,ϑ)ג λ(ϑ, ξ)); ϑ ∈ [0, 1] ∪ (2, 3],

and
ℵ̂(ϑ, χ(ϑ))(ξ) = ℵ̂(ϑ, λ(ϑ, ξ)); ϑ ∈ (1, 2].

Consequently, employing the given definitions of ℘, Θ, ℵ, and ℵ̂, the sys-
tem (5.12) can be equivalently expressed as the functional abstract problem
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(5.1).

For each λ, λ,∈ C, ϑ ∈ [0, 1] ∪ (2, 3] and ξ ∈ [0, π], we have

|ℵ(ϑ, λϑ)(ξ)− ℵ(ϑ, λϑ)(ξ)| ≤
1

111
|λ(ϑ, ξ)− λ(ϑ, ξ)|,

then, we obtain

∥ℵ(ϑ, λ)− ℵ(ϑ, λ)∥Ξ ≤ 1

111
∥λ− λ∥C.

Also, for each λ, λ,∈ Ξ, ϑ ∈ (1, 2] and ξ ∈ [0, π], we can easily get

∥ℵ̂(ϑ, λ)− ℵ̂(ϑ, λ)∥Ξ ≤ 1

111
∥λ− λ∥Ξ.

Thus, (H3) and (H4) are verified with lℵ = lℵ̂ = 1
111
. We shall show that

condition (5.8) holds with κ1 = 3 and ∆ = 1. Indeed, for each ζ ∈ (0, 1] we
get

ℓ = ∆lℵ̂ +
∆lℵκ1

ζ

Γ(ζ)

=
1

111
+

3ζ

111Γ(ζ)

<
7

111
< 1.

Therefore, we guarantee the existence of a distinct mild solution defined
on the interval [−1, 3] for the given problem (2.17). In conclusion, the con-
dition (H5) is fulfilled by Z(ϑ) = 1 and

ϖZ =
∞∑
ı=1

1

(110)ıΓ(1 + ıζ)
3ıζ .

Consequently, Theorem 5.3.1 implies that the problem (2.17) is generalized
Ulam-Hyers-Rassias stable.
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Example 5.7.2. Consider now the functional abstract fractional differential
equations with state-dependent delay and not instantaneous impulses of
the form

Dζ
0,ϑλ(ϑ, ξ) =

∂2λ
∂ξ2

(ϑ, ξ)

,ϑ)ג+ λ(ϑ− σ(λ(ϑ, ξ)), ξ)); ϑ ∈ [0, 1] ∪ (2, 3], ξ ∈ [0, π],

λ(ϑ, ξ) = ℵ̂(ϑ, λ(ϑ, ξ)); ϑ ∈ (1, 2], ξ ∈ [0, π],
λ(ϑ, 0) = λ(ϑ, π) = 0; ϑ ∈ [0, 1] ∪ (2, 3],
λ(ϑ, ξ) = ℘(ϑ, ξ); ϑ ∈ (−∞, 0], ξ ∈ [0, π],

(5.13)

where Dζ
0,ϑ := ∂ζ

∂ϑζ is the Caputo fractional partial derivative of order ζ ∈
(0, 1] with respect to ϑ, σ ∈ C(R, [0,∞)), ג : ([0, 1] ∪ (2, 3]) × k → R and
ℵ̂ : (1, 2]× R → R are given by

,ϑ)ג λ(ϑ−σ(λ(ϑ, ξ)), ξ)) = 1

111(1 + |λ(ϑ− σ(λ(ϑ, ξ)), ξ)|)
; ϑ ∈ [0, 1]∪(2, 3], ξ ∈ [0, π],

ℵ̂(ϑ, λ(ϑ, ξ)) = arctan(ϑ2 + |λ(ϑ, ξ)|)
1 + 110eϑ+ξ

; ϑ ∈ (1, 2], ξ ∈ [0, π],

and ℘ : (−∞, 0] × [0, π] → R is a continuous function, we choose k = kϱ

the phase space defined by

kϱ :=
{
℘ ∈ C((−∞, 0],Ξ) : lim

η→−∞
eϱη℘(η) exists in Ξ

}
endowed with the norm

∥℘∥ = sup{eϱη|℘(η)| : η ≤ 0}.
Let Ξ = L2([0, π],R) and Θ is the operator defined in the Example 1. For
ξ ∈ [0, π], set χ(ϑ)(ξ) = λ(ϑ, ξ); ϑ ∈ [0, 3], ℘(ϑ)(ξ) = ℘(ϑ, ξ); ϑ ∈
(−∞, 0],

Θχ(ϑ)(ξ) =
∂2λ

∂ξ2
(ϑ, ξ); ϑ ∈ [0, 1] ∪ (2, 3],

ℵ(ϑ, χ(ϑ− σ(λ(ϑ, ξ))))(ξ) = ,ϑ)ג λ(ϑ− σ(λ(ϑ, ξ)), ξ)); ϑ ∈ [0, 1] ∪ (2, 3],

and
ℵ̂(ϑ, χ(ϑ))(ξ) = ℵ̂(ϑ, λ(ϑ, ξ)); ϑ ∈ (1, 2].

Thus, under the above definitions of ℘, Θ, ℵ and ℵ̂, the system (5.13) can
be represented by the functional abstract problem (5.4). We can see that all
hypotheses of Theorem 5.6.2 are fulfilled. Consequently, problem (5.13)
has a unique mild solution defined on (−∞, 3]. Moreover, problem (5.13)
is generalized Ulam-Hyers-Rassias stable.



Chapter 6

Controllability Results for
Second-Order Integro-differential
Equations with State-Dependent
Delay

6.1 Introduction

In this chapter, we discuss the approximate controllability and com-
plete controllability for second-order Integro-differential equations with
state-dependent delay described by ϑ′′(ς) = A(ς)ϑ(ς) +K

(
ς, ϑρ(ς,ϑς), (Ψϑ)(ς)

)
+
∫ ς

0
Υ(ς, s)ϑ(s)ds+ Pu(ς), if ς ∈ J,

ϑ′(0) = ζ0 ∈ E, ϑ(ς) = Φ(ς), if ς ∈ R−,
(6.1)

where J = [0, T ], A(ς) : D(A(ς)) ⊂ E → E, Υ(ς, s) are closed linear op-
erators on E, with dense domain D(A(ς)), which is independent of t, and
D(A(s)) ⊂ D(Υ(ς, s)), the operator Ψ is defined by

(Ψϑ)(ς) =

∫ T

0

Ξ(ς, s, ϑ(s))ds, a > 0,

the nonlinear terms Ξ : J × J × E → E, K : J × B × E → E, Φ : R− → E,
ρ : J × B → (−∞,∞), are a given functions, the control function u is give

86
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function in L2(J, U) Banach space of admissible control with U as a Banach
space. P is a bounded linear operator from U into E, and (E, ∥ · ∥) is a Ba-
nach space.

6.2 Preliminaries

In this section, we will go through the essential concepts, notations, and
mathematical tools that will be utilized throughout the article. This covers
definitions, fixed point theorems, and significant results that form the ba-
sis of our study.

Let C(J,E) be the Banach space of continuous functions y mapping J
into E.
Next, we consider the second-order integro-differential systems

z′′(ς) = A(ς)z(ς) +

∫ ς

0

Υ(ς, τ)z(τ)dτ, 0 ≤ ς ≤ T,

z(0) = 0, z′(0) = x ∈ E,

(6.2)

This problem was discussed in [65]. We denote ∆ = DΞ = {(ς, s) : 0 ≤ s ≤
ς ≤ T}. We now introduce some conditions fulfilling the operator Υ:

(B1) For each 0 ≤ s ≤ ς ≤ T, Υ(ς, s) : D(A(ς)) → E is a bounded linear
operator, for every z ∈ D(A),Υ(·, ·)z is continuous and

∥Υ(ς, s)z∥ ≤ b∥z∥[D(A)],

for b > 0 which is a constant independent of (s, ς) ∈ ∆.

(B2) There exists LΥ > 0 such that

∥Υ(ς2, s) z −Υ(ς1, s) z∥ ≤ LΥ |ς2 − ς1| ∥z∥[D(A)],

for all z ∈ D(A), 0 ≤ s ≤ ς1 ≤ ς2 ≤ T.

(B3) There exists b1 > 0 such that∥∥∥∥∫ ς

σ

S(ς, s)Υ(s, σ)zds

∥∥∥∥ ≤ b1∥z∥, for all z ∈ D(A).
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Under these conditions, it has been established that there exists a resolvent
operator (Q(ς, s))ς≥s associated with the systems (6.2). From now on, we
are going to consider that such a resolvent operator exists, and we adopt
its properties as a definition.

Definition 6.2.1 ( [65]). A family of bounded linear operators (Q(ς, s))ς≥s

on E is said to be a resolvent operator for the systems (6.2) if it satisfies:

(a) The map Q : ∆ → L(E) is strongly continuous, Q(ς, ·)z is continu-
ously differentiable for all z ∈ E,Q(s, s) = 0, ∂

∂ς
Q(ς, s)

∣∣
ς=s

= I and
∂
∂s
Q(ς, s)

∣∣
s=ς

= −I .

(b) Assume x ∈ D(A). The function Q(·, s)x is a solution for the systems
(6) and (7). This means that

∂2

∂ς2
Q(ς, s)x = A(ς)Q(ς, s)x+

∫ ς

s

Υ(ς, τ)Q(τ, s)xdτ,

for all 0 ≤ s ≤ ς ≤ T .

It follows from condition (a) that there are constantsMQ > 0 and M̃Q >
0 such that

∥Q(ς, s)∥ ≤MQ,

∥∥∥∥ ∂∂sQ(ς, s)

∥∥∥∥ ≤ M̃Q, (ς, s) ∈ ∆.

Moreover, the linear operator

G(ς, τ)x =

∫ ς

τ

Υ(ς, s)Q(s, τ)xds, x ∈ D(A), 0 ≤ τ ≤ ς ≤ T,

can be extended to E. Portraying this expansion by the similar notation
G(ς, τ), G : ∆ →L(E) is strongly continuous, and it is verified that

Q(ς, τ)x = S(ς, τ) +

∫ ς

τ

S(ς, s)G(s, τ)xds, for all x ∈ E.

It follows from this property that Q(·) is uniformly Lipschitz continuous,
that is, there exists a constant LQ > 0 such that

∥Q(ς + h, τ)−Q(ς, τ)∥ ≤ LQ|h|, for all ς, ς + h, τ ∈ [0, T ].

We assume that the state space (B, ∥ · ∥B) is a seminormed linear space
of functions mapping (−∞, 0] into R, and satisfying the following funda-
mental axioms which were introduced by Hale and Kato in [73].
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(A1) If y ∈ C and y0 ∈ B, then for every ς ∈ J , the following conditions
hold:

(i) yς ∈ B,

(ii) There exists a positive constant H such that |y(ς)| ≤ H ∥yς∥B,

(iii) There exist two functions L(·) and M(·) : R+ → R+independent
of y with L continuous and bounded and M locally bounded
such that:

∥yς∥B ≤ L(ς) sup{|y(s)| : 0 ≤ s ≤ t}+M(ς) ∥y0∥B .

(A2) For the function y in (A1) , yς is a B - valued continuous function on
R+.

(A3) The space B is complete.

Denote
L∗ = sup{L(ς) : ς ∈ J},

M∗ = sup{M(ς) : ς ∈ J},

and
ℵ = max{L∗,M∗}.

We define the space

Cθ := {ϕ ∈ C(R−, E) : lim
τ→−∞

ϕ(τ) exist in E},

endowed with the norm

∥ϕ∥θ = sup{|ϕ(τ)| : τ ≤ 0}.

Then, the axioms (A1) − (A3) are satisfied in the space Cθ. So in all what
follows, we consider the phase space B = Cθ, and let

X = C(J̃ , E) =

{
y : J̃ → E : y|R− ∈ B, y|J ∈ C(J,E)

}
,

such that
∥y∥X = sup

ς∈J̃
{∥y(ς)∥} .



6.3 Existence of mild solutions 90

6.3 Existence of mild solutions

In this part, we prove the existence of mild solutions system of the prob-
lem: ϑ′′(ς) = Aϑ(ς) +K

(
ς, ϑρ(ς,ϑς), (Ψϑ)(ς)

)
+
∫ ς

0
Υ(ς, s)ϑ(s)ds, if ς ∈ J,

ϑ′(0) = ζ0 ∈ E, ϑ(ς) = Φ(ς), if ς ∈ R−.
(6.3)

In [120], the authors have investigated the existence of mild solution of
system (6.3) and they used the Leray-Schauder’s alternative theorem and
Krasnoselskii’s theorem. So we will weaken the conditions (in particular
the compactness property) by using Darbo fixed point theorem.

Definition 6.3.1. A function ϑ ∈ X is called a mild solution of problem
(6.3), if it satisfies

ϑ(ς) =


−∂Q(ς,s)Φ(0)

∂s

∣∣∣∣
s=0

+Q(ς, 0)ζ0 +
∫ ς

0
Q(ς, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))ds; if ς ∈ J,

Φ(ς); if ς ∈ R−.

The following assumption will be needed throughout the paper:

(C1) K : J × B × E → E is a Carathéodory function and there exist
positive constants ξ1, ξ2 and continuous nondecreasing functions
ψ1
K, ψ

2
K : J → (0,+∞) such that:

||K(ς, ϑ1, ϑ2)|| ≤ ξ1ψ
1
K(∥ϑ1∥B) + ξ2ψ

2
K(∥ϑ2∥), for ϑ1 ∈ B, ϑ2 ∈ E.

And there exists a positive constant lK, such that for any bounded set
B ⊂ E, and Bς ∈ B and each ς ∈ R, we have

µ(K(ς, Bς ,Ψ(B(ς)))) ≤ lKµ(B).

(C2) The function Ξ : DΞ × E → E is continuous and there exists Ξc1 > 0,
such that

∥Ξ(ς, s, ϑ1)− Ξ(ς, s, ϑ2)∥ ≤ Ξc1∥ϑ1 − ϑ2∥,
for each (ς, s) ∈ DΞ and ϑ1, ϑ2 ∈ E, where

sup
DΞ

{∥Ξ(ς, s, 0)∥} = Ξ∗ <∞.
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(C3) Assume that (B1)−(B3) hold, and there existMQ, M̃Q ≥ 1 and µ ≥ 0,
such that

∥Q(ς, s)∥Υ(E) ≤MQe
−µς ,

and ∥∥∥∥∂Q(ς, s)

∂s

∥∥∥∥
Υ(E)

≤ M̃Qe
−µς .

(CH) Set R (ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}. We assume that
ρ : J × B → R is continuous. Moreover we assume the following
assumption and hypothesis:
• (HΦ) The function t → Φς is continuous from R (ρ−)into B and
there exists a continuous and bounded functionLΦ : R (ρ−) → (0,∞)
such that

∥Φς∥B ≤ LΦ(ς)∥Φ∥B, for every ς ∈ R
(
ρ−
)
.

Remark 6.3.1. The condition (HΦ), is frequently verified by continuous
and bounded functions. For more details, see for instance [90].

Lemma 6.3.1 ( [88]). If y : (−∞,+∞) → E is a function such that y0 = Φ,
then

∥ys∥B ≤
(
M + LΦ

)
∥Φ∥B+ l sup{|y(θ)| ; θ ∈ [0,max{0, s}]}, s ∈ R

(
ρ−
)
∪J,

where LΦ = supς∈R(ρ−) LΦ(ς).

Theorem 6.3.1. Assume that the conditions (C1)− (C3) and (CH) are satisfied.
Then, the system (6.3) has at least one mild solution.

Proof. Firstly we define on X measures of non compactness by

µC(S) = ω0(S) + sup
{
e−τΣ(ς)µ(S(ς))

}
,

with τ > 1, Σ(ς) = 4MQlKς , S(ς) = {v(ς) ∈ E ; v ∈ S}, and ωT (v, ϵ) de-
notes the modulus of continuity of the function v on the interval [−T, T ],
namely,

ωT (v, ϵ) = sup{∥e−κ1v(κ1)− e−κ2v(κ2)∥ ; κ1, κ2 ∈ [−T, T ], with |κ1 − κ2| ≤ ϵ},
ωT (S, ϵ) = sup{ωT (v, ϵ) ; v ∈ S},
ω0(S) = limϵ→0{ωT (S, ϵ)}.
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Notice that if the set S is equicontinuous, then ω0 (S) = 0.
Now, transform the problem (6.3) into a fixed point problem and define
the operator Θ1 : X → X by:

Θ1ϑ(ς) =


−∂Q(ς,s)Φ(0)

∂s

∣∣∣∣
s=0

+Q(ς, 0)ζ0

+
∫ ς

0
Q(ς, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))ds; if ς ∈ J,

Φ(ς), if ς ∈ R−.

(6.4)

Let x(·) : (−∞, T ] → E be the function defined by:

x(ς) =


−∂Q(ς,s)Φ(0)

∂s

∣∣∣∣
s=0

+Q(ς, 0)ζ0, if ς ∈ J,

Φ(ς), if ς ∈ R−.

Then, x0 = Φ, and for each w ∈ X , with w(0) = 0, we denote by w the
function

w(ς) =


w(ς), if ς ∈ R+,

0, if ς ∈ R−.

If ϑ satisfies (6.4), we can decompose it as ϑ(ς) = w(ς) + x(ς), which im-
plies ϑς = wς + xς , and the function w(·) satisfies

w(ς) =

∫ ς

0

Q(ς, s)K(s, wρ(s,ws+xs) + xρ(s,ws+xs),Ψ(w + x)(s))ds; if ς ∈ J.

Set
Ω = {w ∈ X : w(0) = 0}.

Let the operator Θ̃1 : Ω → Ω defined by

Θ̃1w(ς) =

∫ ς

0

Q(ς, s)K(s, wρ(s,ws+xs) + xρ(s,ws+xs),Ψ(w + x)(s))ds, if ς ∈ J.

The operator Θ1 has a fixed point is equivalent to say that Θ̃1 has one, so
it turns to prove that Θ̃1 has a fixed point. We shall check that operator Θ̃1

satisfies all conditions of Darbo’s theorem.
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Let Πθ′ = {w ∈ Ω : ∥w∥Ω ≤ θ′}, with

MQ
(
ξ1ψ

1
K(η

∗
θ′) + ξ2ψ

2
K(η

∗)
)
T ≤ θ′,

such that η∗θ′ , η
∗ are constants, they will be specific later.

The set Πθ′ is bounded, closed and convex. We have divided the proof into
four steps.

Step 1 : Θ̃1(Πθ′) ⊂ Πθ′ .
For w ∈ Πθ′ , ς ∈ J and by (C1)− (C3), we have∥∥wρ(s,ws+xs) + xρ(s,ws+xs)

∥∥
B ≤

∥∥wρ(s,ws+xs)

∥∥
B +

∥∥xρ(s,ws+xs)

∥∥
B

≤ L(ς) sup
[0,s]

|w(ς)|+
(
M(ς) + LΦ

)
∥Φ∥B + L(ς) sup

[0,s]

∥x(θ)∥

≤ L∗θ
′ +
(
M∗ + LΦ

)
∥Φ∥B

+ L∗
(
M̃Q∥Φ0∥+MQ∥ζ0∥

)
H∥Φ∥B

≤ L∗θ
′ +

[
M∗ + LΦ + L∗

(
M̃Q∥Φ0∥+MQ∥ζ0∥

)
H

]
∥Φ∥B

= η∗θ′ ,

and

∥Ψ(w + x)(s)∥ ≤ aΞc1

(
θ′ + M̃Q∥Φ0∥+MQ∥ζ0∥

)
+ aΞ∗ = η∗.

Then,

∥Θ̃1w(ς)∥ ≤MQ

[
ψ1
K(η

∗
θ′)ξ1 + ψ2

K(η
∗)ξ2

]
T.

Thus,
∥Θ̃1w∥Ω ≤ θ′.

Therefore Θ̃1(Πθ′) ⊂ Πθ′ , implies that Θ̃1(Πθ′) is bounded.

Step 2: Θ̃1 is continuous.
Let {wm}m∈N be a sequence such that wm → w∗ in Πθ′ . At the first, we

study the convergence of the sequences
(
wm

ρ(s,wm
s )

)
m∈N

, s ∈ J . If s ∈ J is

such that ρ (s, ws) > 0, then we have∥∥wm
ρ(s,wm

s ) − w∗
ρ(s,w∗

s )

∥∥
B
≤
∥∥wm

ρ(s,wn
s )
− w∗

ρ(s,wm
s )

∥∥
B
+
∥∥w∗

ρ(s,wm
s ) − w∗

ρ(s,w∗
s )

∥∥
B

≤ L ∥wm − w∗∥ +
∥∥w∗

ρ(s,wn
s )
− w∗

ρ(s,w∗
s )

∥∥
B
,
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which proves that wm
ρ(s,wm

s ) → w∗
ρ(s,ws)

in B, as m→ ∞, for every s ∈ J such
that ρ (s, ws) > 0. Similarly, if ρ (s, ws) < 0, we get∥∥wm

ρ(s,wm
s ) − w∗

ρ(s,ws)

∥∥
B
=
∥∥Φm

ρ(s,wm
s ) − Φρ(s,w∗

s )

∥∥
B
= 0,

which also shows that wm
ρ(s,wm

s ) → w∗
ρ(s,ws)

in B, as m → ∞, for every s ∈ J

such that ρ (s, ws) < 0. Then for ς ∈ J , we have

∥(Θ̃1w
m)(ς)− (Θ̃1w

∗)(ς)∥ ≤MQ

∫ ς

0

∥K(s, wm
ρ(s,wm

s ) + xρ(s,wm
s +xs), H(wm + x)(s))

−K(s, (w∗
ρ(s,w∗

s )
+ xρ(s,w∗

s+xs)), H(w∗ + x)(s))∥ds.

Since Ξ and K are continuous, we obtain that

Ξ(ς, s, (wm + x)(s)) → Ξ(ς, s, (w∗ + x)(s)), as m→ +∞,

and

∥Ξ(ς, s, (wm + x)(s))− Ξ(ς, s, (w∗ + x)(s))∥ ≤ Ξ∗
c1
∥wm(s)− w∗(s)∥.

By the Lebesgue dominated convergence theorem, we have∫ ς

0

Ξ(ς, s, (wm + x)(s))ds −−−−→
m→+∞

∫ ς

0

Ξ(ς, s, (w∗ + x)(s))ds.

Then, by (C1), we get

K(s, wm
ρ(s,wm

s )+xρ(s,wm
s +xs),Ψ(wm+x)(s)) −−−−→

m→+∞
K(s, (w∗

ρ(s,w⋆
s )
+xρ(s,w∗

s+xs)),Ψ(w∗+x)(s)).

By Lebesgue dominated convergence theorem, we obtain

∥(Θ̃1w
m)(ς)− (Θ̃1w

∗)(ς)∥ → 0, as m→ +∞.

Thus, Θ̃1 is continuous.

Step 3: Θ̃1 is µC-contraction.
Let Π be a bounded equicontinuous subset of Πθ′ , w ∈ Π, and κ1, κ2 ∈ J ,
with κ2 > κ1, we have
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∥∥∥

≤
∫ κ2

κ1

∥Q(κ2, s)∥
∥∥K(s, wρ(s,ws+xs) + xρ(s,ws+xs),Ψ(w + x)(s))

∥∥ ds
+

∫ κ1

0

∥Q(κ2, s)−Q(κ1, s)∥
∥∥K(s, wρ(s,ws+xs) + xρ(s,ws+xs),Ψ(w + x)(s))

∥∥ ds
≤

[
ψ1
K(η

∗
θ′)ξ1 + ψ2

K(η
∗)ξ2

](
MQ|κ2 − κ1|+

∫ κ1

0

∥Q(κ2, s)−Q(κ1, s)∥ ds
)
.

By the strong continuity of Q(·), we get∥∥∥Θ̃1w(κ1)− Θ̃1w(κ2)
∥∥∥→ 0, as κ1 → κ2.

Thus Θ̃1 (Π) is equicontinuous, then ω0

(
Θ̃1(Π)

)
= 0.

Now, for w ∈ Π, and for any ϱ > 0, there exist a sequence {wk}∞k=0 ⊂ Π
such that for ς ∈ J. We have

µ(Θ̃1(Π)(ς)) ≤ µ

({∫ ς

0

Q(ς, s)K(s, wρ(s,ws) + xρ(s,ws+xs),Ψ(w + x)(s))ds ; w ∈ Π

})
≤ 2µ

({∫ ς

0

Q(ς, s)K(s, wk
ρ(s,wk

s )
+ xρ(s,wk

s+xs),Ψ(wk + x)(s))ds ; w ∈ Π

})
+ ϱ

≤
∫ ς

0

4MQlKµ({Π(s)})ds+ ϱ

≤
∫ ς

0

e4τMQlKse−4τMQlKs4MQlKµ(Π(s))ds+ ϱ

≤
∫ ς

0

4MQlKe
4τMQlKs sup

s∈[0,ς]
e−4τMQlKsµ(Π(s))ds+ ϱ

≤ µC(Π)

∫ ς

0

(
e4τMQlKs

τ

)′

ds+ ϱ

≤ e4τMQlKt

τ
µC(Π) + ϱ.

Since ϱ is arbitrary, we get

µ(Θ̃1(Π)(ς)) ≤ e4τMQlKt

τ
µC(Π).
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Thus,

µC(Θ̃1(Π)) ≤ 1

τ
µC(Π).

As a consequence of Theorem 1.3.4, we deduce that Θ̃1 has at least one
fixed point w∗. Then ϑ∗ = w∗ + x is a fixed point of the operator Θ1, which
is a mild solution of problem (6.3).

6.4 Controllability results

6.4.1 Complete controllability

Definition 6.4.1. The system (6.1) is said to be exactly controllable on the
interval J , if for every function Φ ∈ B and ζ0, v̂ ∈ E, there is some control
u ∈ L2(J,E) such that the mild solution v of this problem satisfies the
terminal condition v(T ) = v̂.

We will need to introduce the following hypotheses:

(C4) (i) The linear operator W : L2(J, U) → X , defined by

Wu =

∫ T

0

Q(T, s)Pu(s)ds,

has a pseudo-inverse operatorW−1, which takes values inL2(J, U)⧹Ker(W ),
(ii) There exist positive constants m1,m2, such that

∥P∥ ≤ m1 and ∥W−1∥ ≤ m2.

(iii) There exist qw > 0, mP > 0, such that for any bounded sets
M̃1 ⊂ E, M̃2 ⊂ U ,

µ((W−1M̃1)(ς)) ≤ qwµ(M̃1), µ((PM̃2)(ς)) ≤ mPµ(M̃2(ς)).

(C5) There exists a positive constant ρ, such that φρ
1 ≤ ρ, with

φρ
1 =MQ

[
ψ1
K(η

∗
ρ)ξ1 + ψ2

K(η̃
∗)ξ2 +m1m2

(
ρ+ M̃Q∥Φ0∥+MQ∥ζ0∥

+MQψ
1
K(η

∗
ρ)ξ1 +MQψ

2
K(η̃

∗)ξ2

)]
,
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η∗ρ = L∗ρ+

[
M∗ + LΦ + L∗

(
M̃Q∥Φ0∥+MQ∥ζ0∥

)
H

]
∥Φ∥B,

and
η̃∗ = aΞ∗

c1

(
ρ+ M̃Q∥Φ0∥+MQ∥ζ0∥

)
+ aΞ∗.

Theorem 6.4.1. Suppose that the hypotheses (C1) − (C5) and (CH) are valid.
Then the problem (6.1) is exactly controllable.

Proof. Since the calculating techniques were covered in-depth in the pre-
vious proofs, the steps of the proof won’t be described in detail. We define
in X measures of noncompactness as in Section 4, but we change Σ by κ,
such that

κ(ς) = 4MQ (lK +mP(MQlKT )qw) ς.

Now, using (C4) we define the control:

uϑ(ς) = W−1

(
ϑ(T ) +

∂Q(T, s)Φ(0)

∂s

∣∣∣∣
s=0

−Q(T, 0)ζ0

−
∫ T

0

Q(T, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))ds

)
.

We shall show that when using the control u(·), the operator Υ′
3 : X → X

defined by:

Υ′
3ϑ(ς) = −∂Q(ς, s)Φ(0)

∂s

∣∣∣∣
s=0

+Q(ς, 0)ζ0 +

∫ ς

0

Q(ς, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))ds

+

∫ ς

0

Q(ς, s)Puϑ(s)ds; if ς ∈ J,

has fixed point, this fixed point is a mild solution of system (6.1), and this
implies that the system is controllable.

If ϑ is a fixed point of Υ′
3, then similar transformation to that in the

Proof of Theorem 6.3.1, give the following decomposition ϑ(ς) = y(ς) +
x(ς), which implies ϑς = yς + xς .
Let the operator Υ3 : Ω → Ω defined by

Υ3ϑ(ς) =

∫ ς

0

Q(ς, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))ds+

∫ ς

0

Q(ς, s)Puϑ(s)ds; if ς ∈ J.
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It thus becomes necessary to demonstrate that Υ3 has a fixed point since
the operator Υ′

3 having a fixed point is similar to saying that Υ3 has one.
We will make sure operator Υ′

3 satisfies all of the conditions of Darbo’s
theorem.
Let Bρ = B(0, ρ) = {y ∈ Ω : ∥y∥Ω ≤ ρ}, then the set Bρ is closed, bounded
and convex.

Step 1 : Υ3(Bρ) ⊂ Bρ.
For ς ∈ J and y ∈ Bρ, we have

∥Υ3y(ς)∥ ≤
∫ ς

0

∥Q(ς, s)∥
∥∥K(s, ϑρ(s,ϑs), (Ψϑ)(s))

∥∥ ds+ ∫ ς

0

∥Q(ς, s)∥ ∥Puϑ(s)∥ ds

≤MQ

(
ψ1
K(η

∗
ρ)ξ1 + ψ2

K(η̃
∗)ξ2

+m1m2

(
ρ+ M̃Q∥Φ0∥+MQ∥ζ0∥+MQψ

1
K(η

∗
ρ)ξ1 +MQψ

2
K(η̃

∗)ξ2

))
.

Thus, we deduce from (C5) that Υ3(Bρ) ⊂ Bρ and Υ3(Bρ) is bounded.

Step 2: Υ3 is continuous.
Let {yn}n∈N be a sequence such that yn → y∗ in Bρ.
Since K, Ξ, P are continuous, and by the Lebegue dominated convergence
theorem, we have∫ ς

0

Q(ς, s)Puyn+x(s)ds −−−−→
n→+∞

∫ ς

0

Q(ς, s)Puy∗+x(s)ds.

Then, similar to Step 2 in Proof of Theorem 6.3.1, we get

∥(Υ3yn)(ς)− (Υ3y∗)(ς)∥ → 0, as n→ +∞.

Consequently, Υ3 is continuous.

Step 3: Υ3 is µC-contraction operator.
Let Π be a bounded equicontinuous subset of Bρ, y ∈ Π, and κ1, κ2 ∈ J ,
with κ2 > κ1, we have
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0
Q(κ2, s)Puyn+x(s)ds−

∫ κ1

0
Q(κ1, s)Puyn+x(s)ds

∥∥
≤

∫ κ2

κ1

∥Q(κ2, s)∥ ∥Puyn+x(s)∥ ds+
∫ κ1

0

∥Q(κ2, s)−Q(κ1, s)∥ ∥Puyn+x(s)∥ ds

≤ m1m2

(
ρ+ M̃Q∥Φ0∥+MQ∥ζ0∥+MQψ

1
K(η

∗
ρ)ξ1 +MQψ

2
K(η̃

∗)ξ2

)
×
(
MQ|κ2 − κ1|+

∫ κ1

0

∥Q(κ2, s)−Q(κ1, s)∥ ds
)

−−−−→
κ1→κ2

0.

Thus {Υ3(Π)} is equicontinuous, then ω0 (Υ3(Π)) = 0. Now for any ϱ > 0
there exist a sequence {yk}∞k=0 ⊂ Π, such that for ς ∈ J , we get

µ(Υ3(Π)(ς)) ≤ 4

∫ ς

0

MQ(lK +mP(MQlKT )qy)µ({Π(s)})ds+ ϱ

≤ eτκ(ς)

τ
µC(Π) + ϱ.

Therefore,

µC(Υ3(Π)) ≤
1

τ
µC(Π).

We come to the conclusion that Υ3 has at least one fixed point y∗ according
to Darbo’s fixed point theorem. Consequently, ϑ∗ = y∗ + x is a fixed point
of the operator Υ′

3, implies that the system is exactly controllable.

6.4.2 Approximate Controllability

Definition 6.4.2. For (Φ, ζ0) ∈ B × E, system (6.1) is said to be approxi-
mately controllable on the interval J = [0, T ] if R(T,Φ, ζ0) is dense in E,
i.e. R(T,Φ, ζ0) = E, where R(T,Φ, ζ0) = {x(T,Φ, ζ0, u), u(·) ∈ L2(J ;U)}.

As mentioned in Section 1, we shall study the approximate controlla-
bility by using a so-called resolvent operator condition. For this purpose,
we introduce the following controllability operator ΓT

0 : E → E and resol-
vent operator W

(
λ,ΓT

0

)
: E → E defined by

ΓT
0 =

∫ T

0

Q(T, s)PP∗Q∗(T, s)ds, W
(
λ,ΓT

0

)
=
(
λI + ΓT

0

)−1
,
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where P∗ and Q∗ denote the adjoints of the operators P and Q respec-
tively, It is straightforward to see that the operator ΓT

0 is a linear bounded
operator. So we assume that the operator W

(
λ,ΓT

0

)
satisfies

(C0) λW
(
λ,ΓT

0

)
−→ 0 as λ −→ 0+ in the strong operator topology.

From [54], hypothesis (C0) is equivalent to the fact that the linear con-
trol system corresponding to system (6.1) is approximately controllable on
[0, T ].

Theorem 6.4.2. The following statements are equivalent:

(i) The linear control system corresponding to system (6.1) is approximately
controllable on [0, T ].

(ii) If W∗Q∗(ς, s)z = 0 for all s, ς ∈ [0, T ], with s ≤ ς , then z = 0.

(iii) The condition (C0) holds.

The proof of this theorem is similar to that of ( [33], Theorem 2) and
( [54], Theorem 4.4.17), so we omit it here. Right now, we can demonstrate
that the system (6.1) is approximately controllable.
For any given δT ∈ E, λ ∈ (0, 1], we take the control function uλ(ς) as
follows:

uλ(ς) = P∗Q∗(T, s)W
(
λ,ΓT

0

)
∆(δT , ς),

where

∆(δT , ς) = δT+
∂Q(ς, s)Φ(0)

∂s

∣∣∣∣
s=0

−Q(ς, 0)ζ0−
∫ ς

0

Q(ς, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))ds.

Theorem 6.4.3. Assume that the hypotheses (C0) − (C3) and (CH) are satis-
fied, in addition, the function f is uniformly bounded. Then, equation (6.1) is
approximately controllable on [0, T ].

Proof. We can observe that system (6.1) has at least one mild solution ρλ,
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based on Theorem 6.3.1. Then, we have

ρλ(T ) = −∂Q(T, s)Φ(0)

∂s

∣∣∣∣
s=0

+Q(T, 0)ζ0

+

∫ T

0

(
Q(T, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s)) + Pu(s)

)
ds

= −∂Q(T, s)Φ(0)

∂s

∣∣∣∣
s=0

+Q(T, 0)ζ0 +

∫ T

0

(
Q(T, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))

)
ds

+

∫ T

0

Q(T, s)
(
P∗Q∗(T, s)W

(
λ,ΓT

0

)
∆(δT , T )

)
ds

= δT + (ΓT
0W

(
λ,ΓT

0

)
− I)∆(δT , T )

= δT + λW
(
λ,ΓT

0

)
∆(δT , T ).

Furthermore, we infer from the uniform boundedness of K(·, ·, ·) that there
exists MK > 0, such that∫ T

0

∥K(s, ϑλ
ρ(s,ϑs), (Ψϑ

λ)(s))∥2ds ≤ T (MK)
2.

Therefore, the sequence
{
K(s, ϑλ

ρ(s,ϑs)
, (Ψϑλ)(s))

}
λ

is bounded in L2(J,E),

then there exists a subsequence still indicated by
{
K(s, ϑλ̃

ρ(s,ϑs)
, (Ψϑλ)(s))

}
λ

that weakly converge to the limit K̃(s) in L2(J,E). Then, we have∫ T

0

∥K(s, ϑλ
ρ(s,ϑs), (Ψϑ

λ)(s))− K̃(s)∥ds −−→
λ→0

0.

Thus,

∥ρλ(T )− δT∥ ≤
∥∥∥∥W (

λ,ΓT
0

) [
δT +

∂Q(T, s)Φ(0)

∂s

∣∣∣∣
s=0

−Q(T, 0)ζ0

]∥∥∥∥
+

∥∥∥∥W (
λ,ΓT

0

) [
+

∫ T

0

(
Q(T, s)K(s, ϑρ(s,ϑs), (Ψϑ)(s))

)
ds

]∥∥∥∥
≤
∥∥∥∥W (

λ,ΓT
0

) [
δT +

∂Q(T, s)Φ(0)

∂s

∣∣∣∣
s=0

−Q(T, 0)ζ0

]∥∥∥∥
+

∥∥∥∥W (
λ,ΓT

0

) [ ∫ T

0

Q(T, s)
(
K(s, ϑρ(s,ϑs), (Ψϑ)(s))− K̃(s)

)
ds

]∥∥∥∥
+

∥∥∥∥W (
λ,ΓT

0

) [ ∫ T

0

Q(T, s)K̃(s)ds

]∥∥∥∥ −−→
λ→0

0.
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Thus, ρλ(ς) → δT holds, and consequently system (6.1) is approximately
controllable on J .

6.5 An Example

Consider the following class of partial integro-differential system:

∂2ζ(ς,x)
∂2t

=
∂2ζ(ς, x)

∂2x
−
∫ ς

0

Γ(ς − s)
∂2ζ(s, x)

∂2x
ds

+
∫ −t

−∞
e−8τ∥ζ(ς + σ(ς, ζ(ς + τ, x)), x)∥L2

83 ((ς + τ)2 + 2ς + 1)
dτ

− 1− e−16π

332 (ς + 1)2
+

∫ a

0

cos(ς) ln(1 + e−ς2)(1 + ζ(s, x))

177(1 + 2ς2 + s2)e4ς
ds+ σ̃(t)ζ(ς, x)

+L(ς, x), if ς ∈ I and x ∈ (0, π),

ζ(ς, 0) = ζ(ς, 1) = 0, for ς ∈ I,

∂ζ(ς,x)
∂t

∣∣∣∣
ς=0

= ζ1(x), ζ(ς, x) = Φ(ς, x), if ς ∈ R− and x ∈ (0, π),

(6.5)
where I = [0, 1], σ : J × R → R, L : [0, 1]× [0, π] → [0, π].
Let

H := L2(0, π) =

{
u : (0, π) −→ R :

∫ π

0

|u(x)|2dx <∞
}
,

be the Hilbert space with the scalar product ⟨u, v⟩ =
∫ π

0
u (x)v(x)dx,

and the norm

∥u∥2 =
(∫ π

0

|u(x)|2dx
)1/2

.

Let the phase space B be BUC (R−,H), the space of bounded uniformly
continuous functions endowed with the following norm:

∥ψ∥B = sup
−∞<τ≤0

∥ψ(τ)∥L2 , ψ ∈ B.

It is well known that B satisfies the axioms (A1) and (A2) with K = 1 and
L(ς) = M(ς) = 1, (see [90]). We define the operator Â induced on H as
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follows:

Âz = z′′, and D(A) = {z ∈ H2(0, π) : z(0) = z(π) = 0}.

Then Â is the infinitesimal generator of a cosine function of operators
(C0(ς))ς∈R on H associated with sine function (S0(ς))ς∈R. Additionally, Â
has discrete spectrum which consists of eigenvalues −n2 for n ∈ N, with
corresponding eigenvectors

wn(x) =
1√
2π
einx, n ∈ N.

The set {wn : n ∈ N} is an orthonormal basis of H . Applying this idea, we
can write

Âz =
∞∑
n=1

−n2 ⟨z, wn⟩wn,

for z ∈ D (A) , (C0(ς))ς∈R is given by

C0(ς)z =
∞∑
n=1

cos(nς) ⟨z, wn⟩wn, ς ∈ R,

and the sine function is given by

S0(ς)z =
∞∑
n=1

sin(nς)

n
⟨z, wn⟩wn, ς ∈ R.

It is immediate from these representations that ∥C0(ς)∥ ≤ 1 and that S0(ς)

is compact for all ς ∈ R. We define A(ς)z = Âz + σ̃(ς)z on D(A). Clearly,
A(ς) is a closed linear operator. Therefore, A(ς) generates (S(ς, s))(ς,s)∈∆
such that S(ς, s) is compact and self-adjoint for all (ς, s) ∈ ∆ = {(ς, s) : 0 ≤
s ≤ ς ≤ 1}, (see [65]).
We define the operators Λ(ς, s) : D(A) ⊂ H 7→ H as follows:

Λ(ς, s)z = Γ(ς − s)Âz, for 0 ≤ s ≤ ς ≤ 1, z ∈ D(A).

The assumption (C4) holds under more suitable conditions on the opera-
tor B. Furthermore, it is not difficult to see that conditions (B1)− (B3) are
fulfilled, which in turn implies that there exists a resolvent operator and
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it’s a compact operator. More details about these facts can be seen from
the monograph [65, 78, 115].
Now let P : U → H be defined by Pu(ς)(x) = L(ς, x), x ∈ [0, π], u ∈ U,
where L : [0, 1]× [0, π] → H is linear continuous and for Φ ∈ BUC (R−, H),
we put ρ(t,Φ)(ζ) = σ(t, ζ(t + τ, x)), such that (CΦ) hold, and let t → Φt be
continuous on R (ρ−).
We put ζ(ς)(x) = ζ(ς, x), for ς ∈ [0, 1], and define

K(ς, ϑ1, ϑ2)(x) =

∫ −t

−∞

e−8τ∥ϑ1(ς + σ(ς, ζ(ς + τ, x)), x)∥L2

83 ((t+ τ)2 + 2ς + 1)
dτ

− 1− e−16π

332 (ς + 1)2
+

cos(ς)ϑ2(ς)(x)

e−4ς
,

and

ϑ2(ς)(x) = Ψ(ϑ1)(x) =

∫ a

0

ln(1 + e−ς2)(1 + ϑ1(s, x))

177(1 + 2ς2 + s2)
ds.

These definitions allow us to depict the system (6.5) in the abstract form
(6.1).
Now, for ς ∈ [0, 1], we have

∥K(ς,κ1(ς),κ2(ς))∥ ≤ 1− e−16π

332 (ς + 1)2
(1 + ∥κ1∥B) + cos(ς)e−4ς (∥κ2(ς)∥) .

So, ψi+1(ς) = t + i; i = 0, 1 are continuous nondecreasing functions, and
we have

ξ1 =
(1− e−16π) (1− (1 + π)−3)

332
√
3

, and ξ2 =
1

4

√
33

17
(1− e−8π).

And for any bounded set Π ⊂ H, and Πς ∈ B, we get

χ(K(ς,Πς ,Ψ(Π(ς)))) ≤ (ξ1 + ξ2)χ(Π).

Now, about Ξ, we obtain

∥Ξ(ς, s,κ1)− Ξ(ς, s,κ2)∥2 ≤ ln(2)

177
∥κ1 − κ2∥2.

Now, similar reasoning as in [124], if the corresponding linear system is
approximately controllable, then from Theorem 6.4.2 we obtain

λ

(
λI +

∫ 1

0

Q(1, s)L(s, x)L(ς, x)∗Q∗(1, s)ds

)−1

−−−→
λ→0+

0.
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And for p3 = ∥κ1∥B, p4 = ∥κ2∥2, for all κ1 ∈ B, κ2 ∈ H , we get

∥K(·,κ1(·),κ2(·))∥2 ≤
1

332
√
3

(
1− e−16π

)
(1− (1 + π)−3) (1 + p3 + p4) .

Thus, all the assumptions of Theorem 6.4.3 are fulfilled. Consequently, the
problem (6.5) is approximately controllable on [0, 1].

Remark 6.5.1. We can take the same example but we change the operator
A(t) by another operator such that (S(ς, s))(ς,s)∈∆ will be not compact. On
the other hand, from [102] the operator W given by

Wu =

∫ 1

0

Q(1, s)Pu(s)ds,

is a bounded linear operator but not necessarily one-to-one. Let

KerW =
{
u ∈ L2([0, 1], U),Wu = 0

}
be the null space of W and [KerW ]⊥ be its orthogonal complement in
L2([0, 1], U). Let W̃ : [KerW ]⊥ −→ Range(W ) be the restriction of W to
[KerW ]⊥, W̃ is necessarily one-to-one operator. The inverse mapping the-
orem says that W̃−1 is bounded since [KerW ]⊥ and Range (W ) are Banach
spaces. So that W−1 is bounded and takes values in L2([0, 1], U)\ KerW ,
hypothesis (C4) is satisfied. Then, all the assumptions given in Theorem
(6.4.1) are verified. Therefore, the problem (6.5) is exactly controllable on
[0, 1].



Chapter 7

Conclusion and Perspective

In this thesis, we have presented some results on the existence, Ulam
stability and controllability of solutions of some classes of fractional dif-
ferential equations with delay in finite and infinite dimensional Banach
spaces. Some equations are subject to impulses which are instantaneous
as well as noninstantaneous.The delay may be bounded or unbounded or
depending on the state. The presented results are based on the semigroup
theory, the notion of measure of noncompactness, Picard process and the
fixed point approach. In particular we have used the Banach contraction
principle, Schauder’s theorem, Burton-Kirk’s theorem and Darbo’s fixed
point theorem.

It would be interesting, for a future research, to look for the complete
controllability and approximate controllability of such problems in the
case of nondensely defined linear operators.
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