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Résumé

Ces derniéres années, L'utilisation du text mining (TM) et de L'apprentissage automatique
dans Le domaine de La santé a suscité un intérét croissant. La classification de documents
a été une application courante, avec de nombreuses études se concentrant sur La classifi-
cation de rapports médicaux a partir de données textuelles non structurées. Cependant, il
est également nécessaire d’utiliser Le TM et L'apprentissage automatique pour L'analyse
des sentiments des données textuelles médicales dans Les réseaux sociaux et Les forums
médicaux. Dans cette thése, L’accent a été mis sur deux applications de TM dans Le do-
maine médical : La classification des rapports d'autopsie pour détecter La maniére de décés
dans La wilaya de Tlemcen et Ll'analyse des opinions des patients et du public sur La santé
et La pandémie de COVID-19 en utilisant des techniques d’apprentissage automatique.
Les expériences menées dans les deux études ont montré que Les modéles automatisés
d'analyse d’'opinions sont spécifiques a La tache et que l'extraction de caractéristiques
et L'architecture du classifieur d'apprentissage en profondeur jouent un réle important
dans le succés de ces modéles. Les résultats pourraient étre utiles pour améliorer Les
stratégies Lliées a La surveillance des médicaments et de la COVID-19. Les orientations
futures comprennent L'exploration d’autres types de techniques d'apprentissage en pro-
fondeur, L'utilisation de documents cliniques pour L'analyse des sentiments et L'analyse
de L'état de santé algérien sur La base de classifieurs d'apprentissage automatique et
d’'apprentissage en profondeur.

Mots clés
Fouille de texte, traitement automatique de Langue TAL, apprentissage automatique, ap-

prentissage profond, analyse de sentiment médical, surveillance des médicaments, surveil-
Lance de COVID-19, rapports d'autopsie



Abstract

In recent years, there has been increasing interest in the use of text mining (TM) and
machine Learning in healthcare. Document classification has been a common application,
with many studies focusing on classifying medical reports from unstructured text data.
However, there is also a need to utilize TM and machine Learning for sentiment analysis
of medical textual data in social networks and medical forums. In this thesis, the focus
was on two TM applications in the medical domain: classifying autopsy reports to detect
the manner of death in Wilaya of Tlemcen and analyzing patient and public opinions
on healthcare and the COVID-19 pandemic using machine Learning techniques. The ex-
periments conducted in both studies showed that automated models for opinion analysis
are task-specific and that feature extraction and deep Learning classifier architecture play
important roles in the success of these models. The findings could be useful for improv-
ing strategies related to drugs monitoring and COVID-19 surveillance. Future directions
include exploring other types of deep Learning techniques, using clinical documents for
sentiment analysis, and analyzing Algerian health status based on machine Learning and
deep Llearning classifiers.

Keywords
Text mining, NLP, machine Learning, deep Llearning, medical sentiment analysis, drug
monitoring, COVID-19 surveillance, autopsy reports.
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Introduction

1 The Scope of the Thesis

In the medical field, the amount of available information produced daily in medicine
has increased significantly. The efficient and topical retrieval of this relevant patient
and health status information is the main problem faced by any healthcare professional.
Medical information systems collect huge amounts of textual and numerical information
about patients, consultations, prescriptions, doctors’ notes, medications, and more. This
information, encapsulated in the data, can be used to make decisions about the health-
care system. This information is stocked in various file formats such as medical records,
discharge reports, medical reports, etc., and may Lead to improved quality of healthcare,
accelerated clinical and research initiatives, reduced medical errors, and reduced costs.

In recent years, textual data has attracted increasing interest, with clinical text docu-
ments proliferating exponentially and more than 40% of data in medical records systems
containing text [7]. These documents contain a wealth of valuable information about
patient symptoms, diagnoses, treatments, drug use, and adverse events that can be used
to follow the evolution of patients’ health more accurately and therefore improve their
care. A significant part of these documents exists in structured form, i.e., it can be stored
and displayed in a strict and organized way, e.g., a patient’'s name, date of birth, height,
etc. However, in computerized patient records, most of the detailed information is still
stored in unstructured form: free text, where these medical data differ in complexity,
Length, and use of terminology. This complicates knowledge discovery and makes reuse
of this data difficult, as well as doctors spend a Lot of time searching for relevant patient
information in these textual documents for medical decision making due to the lLack of
tools available to process them, also due to ethical policies regarding access to sensitive
data.

In this situation, the lack of effective analytical methods and resources dedicated to
clinical data significantly Limits the possibilities for clinical data mining and analysis. At
the same time, there is a real need for clinicians and health professionals to explore clin-
ical data. To face these problems, Natural Language processing (NLP) and text mining
techniques offer a unique opportunity to extract important information from text data
archives. Extracting this useful information from text using various types of statistical

1
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algorithms is known as "text mining," "text analysis," or "machine Learning from text."

In this regard, text mining (TM) offers a wide range of methods to explore this knowl-
edge automatically using natural Language processing (NLP) methods and machine Learn-
ing techniques for transforming unstructured textual data into relevant structured infor-
mation. A common application of text mining in healthcare domain is the classification of
medical text or clinical document clustering, operate on the document Level, making use
of statistical and machine Learning methods. Medical Text categorization has many ap-
plications, including categorizing risk factors and clinical alerts, classifying adverse drug
reactions, categorizing electronic medical records, exploring patient symptoms, analyzing
patient feelings, and classifying medical reports such as autopsy reports.

However, in many advanced applications, the main challenge in clinical medicine today
is to use text mining tools to analyze and extract information from medical text data in
social networks and medical forums, which provide valuable information for improving the
quality of healthcare, monitoring drugs and tracking disease. This field is called medical
sentiment analysis.

In recent years, the extraction of patients’ opinions from medical forums on the web
has seen different aspects that can be related to the following: the analysis of medical
sentiment in the content tweets to assess people’s opinions on patients’ health status and
their emotions about their medicines, as well as the identification of diseases in online
communities for disease surveillance, to detect outbreaks and anomalies in blogs.

Throughout this thesis, all the brief notions presented above about text mining in
medicine and especially related to report classification and medical sentiment analysis
will be detailed by reviewing the main works in the Lliterature. In the following section,
we present our research goals and the scope of each chapter of our manuscript.

2 Summary of Research Goals and Contributions

In healthcare, the application of text mining with machine Learning has become increas-
ingly essential. Text mining techniques in medicine are very broad and can benefit patients
and healthcare professionals in different areas of medicine. Many research works have ad-
dressed the approach of classifying medical reports from unstructured text data using NLP
and machine Learning methods, while others have focused on medical sentiment analy-
sis. In this thesis, we focused on these two text mining applications in the medical domain.

Our first research objective was to study the benefits of using text mining and machine
Learning, including deep Learning techniques, in the classification of medical reports. We
collected a set of medical reports and studied the classification of autopsy reports or the
detection of manner of death from autopsy reports. The objective of this work was to
determine the manner of death automatically from these reports.

The second part of our thesis was the analysis of text mining and machine Learning,

including deep Llearning techniques, for opinion mining (OM) in the healthcare domain.
Our goal was to demonstrate the effectiveness of these methods in sentiment analysis

2. SUMMARY OF RESEARCH GOALS AND CONTRIBUTIONS 2
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and find the best model for the specific task. In recent years, there has been a growing
focus on medical sentiment analysis, which offers a unique perspective as it can highlight
diagnostic support systems and propose a new approach to improving the quality of med-
ical devices.

Two major contributions were proposed in this part of our thesis. The first one was
drug monitoring by analyzing machine Learning and deep Learning frameworks for opinion
mining on drug reviews. The second contribution was the analysis of public emotions
towards the COVID-19 pandemic in order to understand public reactions and aid epidemi-
ologists in monitoring the spread of the virus. Our study proposes models for sentiment
analysis on COVID-19-related tweets using traditional and advanced deep lLearning tech-
niques and introduces a new hybrid model based on CNN and RNN for sentiment analysis.

Overall, our thesis explores the benefits and effectiveness of using text mining with
machine Llearning, including deep Llearning techniques, in the medical domain for the
classification of medical reports and medical sentiment analysis. More details and expla-
nations about our research goals and contributions can be found in Chapter 2 and 3 of
our manuscript.

3 Thesis Organization

The main aim of this thesis is to introduce text mining and sentiment analysis approaches
in healthcare by providing simplified real-world examples. The intended audience of this
paper is text mining researchers and medical professionals interested in understanding the
underlying mechanisms and including them in future research work.

The manuscript is organized as follows:

e Chapter 1 provides a comprehensive overview of existing techniques and resources
for performing text mining tasks in medicine. It describes the main practical ap-
plications, terminology resources, tools, and open challenges of this approach in
medicine, with the goal of providing readers with the necessary knowledge of text
mining in the medical field so that they can use it in real-world applications.

e Chapter 2 examines one application of text mining, document classification, and
demonstrates the use of text classification techniques to predict the mode of death
(MoD) from free-text forensic autopsy reports at Wilaya of Tlemcen using tradi-
tional and deep learning algorithms. The work is divided into two parts: part 1
discusses data collection and organization, and part 2 involves a comparative study
of machine Learning and deep Learning algorithms for autopsy report classification.

e Chapter 3 represents the second part of the manuscript, focusing on medical senti-
ment analysis using NLP and machine Learning techniques. This chapter provides a
detailed overview of the basic knowledge and standard methods used to create sen-
timent analysis models. Proposed contributions in this area are detailed, including
analysis of machine Learning and deep learning frameworks for opinion mining on

3. THESIS ORGANIZATION 3
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drug critiques and analysis of public opinion on the COVID-19 pandemic. A compar-
ative study was conducted in the two works between different machine Learning and
deep Learning methods using well-known text vectorization techniques for exploring
opinions, with the goal of finding the best model of OM.

e Finally, the conclusion and future directions section concludes the study and indi-
cates future directions of research.

3. THESIS ORGANIZATION 4



CHAPTER 1

Text-mining in medical health

1 Introduction

Text mining is the use of artificial intelligence techniques to extract useful information
from large amounts of unstructured text. It is based on natural Language processing
methods that help to extract a more comprehensive understanding of meaning from the
text. Text mining involves different aspects of Linguistics, such as syntax (Lemmatization,
morphosyntactic Labeling, parsing, etc.) and grammatical structure (noun or preposi-
tional phrases, subject or object, ...), and can utilize knowledge representations Like
entity ontologies or synonym thesauruses.

The field of text mining encompasses various sub-domains, such as information re-
trieval, document classification, sentiment analysis, and more. In recent years, there has
been growing interest in the application of text mining in healthcare, particularly in the
field of medicine (medicine3.0), as it has the potential to improve diagnosis, treatment,
and prevention of diseases. With advancements in technology, natural Language pro-
cessing and text mining methods are becoming increasingly important in automatically
extracting valuable information from medical text data.

In the medical field, text mining techniques have been applied in various research
studies such as clinical text summarization, disease prediction, and others. Clinical text
summarization is an NLP task aimed at creating a summary from Large amounts of clinical
reports. Disease prediction using NLP involves mining unstructured patient health records
for insights and information, which can aid in early detection, slow disease progression,
and improve risk-adjustment procedures.

NLP-based models for disease prediction offer the potential to save money for health-
care insurers, as early treatments are typically Less complicated and expensive than those
given at lLater stages of a disease. In this context, the application of NLP and text mining
in the healthcare domain is becoming increasingly important, as described in this chapter.
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2 The problem of extracting medical information from
text

In recent years, the daily production of information by healthcare professionals in medicine
has increased rapidly. This information is stored in various sources and formats, mostly
in textual form, and can be found in various documents such as discharge summaries,
clinical monitoring sheets, clinical records, and medical reports. This textual informa-
tion contains valuable knowledge that is essential for supporting medical decision-making.

Textual data stored in electronic medical records, clinical reports, and summaries has
the potential to revolutionize health-related research and can be used for various pur-
poses such as disease registers, epidemiological studies, monitoring pharmaceutical safety,
clinical trials, and healthcare service audits. In most biomedical records, clinicians have
the option of structuring their information or capturing it in free text.

However, the huge amount of mainly unstructured and non-standardized textual infor-
mation presents a challenge for computer medicine. Extracting, discovering, and reusing
the knowledge hidden in this data is one of the main challenges. In this regard, text
mining (TM) offers a wide range of tools to extract this knowledge automatically us-
ing natural language processing (NLP) methods and machine Learning techniques for
transforming unstructured textual data into relevant structured information [1]. In the
following sections, we will discuss the different applications of text mining in medical
health.

2.1 Text summarization

The vast amount of textual information present in various medical sources is continuouslLy
growing. To help health professionals and researchers gain a better understanding of this
vast amount of information, text summarization techniques have been developed. These
techniques aim to analyze Large amounts of information and generate a concise summary
of the most important points in a document, by identifying its main themes.

There are different types of summarization methods, including extractive and abstrac-
tive summarization [8], that can be single or multi-document, general or domain-specific,
and multimedia. These techniques help health researchers quickly and easily access
essential information from multiple medical documents, reducing the time and effort
required to wade through vast amounts of information.

2.2 Hypotheses generation and knowledge discovery

The use of text mining techniques for extracting knowledge hidden in medical text data
is crucial for healthcare professionals in making informed decisions, including identifying
risk factors for diseases, adverse drug events, symptoms, and important patient events.

For instance, in a study by Baron et al. [9], text mining was applied to a meta-
analysis of 119310 articles to identify the adverse effects of aspirin use, simplifying the
process compared to manual analysis. Similarly, Tafti et al. [10] developed a big data
neural network system using NLP and text-mining with the word2vec algorithm to identify

2. THE PROBLEM OF EXTRACTING MEDICAL INFORMATION FROM TEXT 6
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adverse drug reactions from scientific articles on health-related social networks. This
research Led to the discovery of rare adverse effects, such as lactic acidosis caused by
metformin use.

2.3 Medical Text Classification

Approximately 40% of medical information is stored in text form [7]. This information
comes from various sources including computerized medical records, databases, articles,
social networks, patient interviews, and biomedical Lliterature. Technological advance-
ments have enabled the computerization of medical records, interviews, and articles, and
the exchange of information over the internet. As a result, the automatic classification
of text has become an important task in medicine.

Text classification has many applications in the medical field, including categorizing
risk factors and clinical alerts, classifying adverse drug reactions, categorizing electronic
medical records, exploring patient symptoms, analyzing patient opinions and feelings,
and classifying medical reports.

Most of the research in this area is based on three main applications [1]: automatic
diagnosis, which uses text mining and machine Learning techniques to classify diseases;
patient stratification, which involves the analysis and classification of patient clinical
characteristics from free-text medical reports using NLP methods and machine Learning
algorithms; and the classification of medical Lliterature, which involves the creation of
medical corpora through the automated collection and Labeling of thousands of articles.
An example of this is the classification of medical Literature in the MEDLINE database.

2.4 Advanced systems for text-mining techniques

Advanced systems have integrated text mining (TM) tasks to identify concepts in large
collections of biomedical text. Two examples of these systems are MetaMap (* and UIMA
2. MetaMap uses the semantic base UMLS and UIMA is used to analyze unstructured
information. UIMA'’'s main role is to perform grammatical and multilingual analysis
and document classification. These new TM tasks have great relevance in the healthcare
domain, including improving the quality of care services, reducing time and cost associated
with health management, and reducing medical errors.

2.5 Text-mining techniques on Health social media

The integration of new technologies in the medical field is crucial for advancing and
improving medicine. Currently, one of the main challenges in clinical medicine is to
utilize text-mining (TM) tools to analyze and extract information from medical textual
data in social networks and medical forums, which provide valuable insights for improving
the quality of healthcare, monitoring drugs, and tracking disease progression. The use
of text-mining and artificial intelligence has allowed for a comprehensive analysis of this
data. Some recent applications of TM include analyzing medical sentiment in the content
of tweets to gauge people’'s opinions about patients’ health status and emotions toward

Lhttps://metamap.nlm.nih.gov/
2https://uima.apache.org/external-resources.html
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their drugs, as well as identifying diseases in online communities for disease surveillance
to detect outbreaks and anomalies from blogs.

3 Natural language processing and text mining

Natural Language Processing (NLP) is a field of artificial intelligence that enables com-
puters to process and understand human Language. This is accomplished by utilizing
machine Learning algorithms to analyze text, speech, and grammatical syntax. NLP aims
to replicate natural human communication and can handle various forms of speech, in-
cluding misspellings.

Text Mining, on the other hand, is a subfield of data mining that specifically deals
with the extraction of information from text files. It encompasses various data mining
and machine Llearning methods applied to textual information, including both structured
and unstructured data. The main focus of text mining is on the structure of the data,
rather than the meaning of the content. It is mainly used for the analysis of qualitative
data.

4 Text-mining process

Generally, the majority of the most studied and applied methods and applications in the
field of text mining go through the steps of the overall text mining process described in
Figure [1]

Represention |

Input text ’ g A ’ Output
collection TV knowlodge l
~ -~ AN N /
- / Textrepresentation T~ -
Text collection Vector space model Knowlodge
News Bag-of- words

Decison support
' ; Paterns discovery
A . Trends
Predictive analytics

Articles Terms weights
Electronics records’,  /
Tweets -

|: preprocession :I I: Discovery :I

Text preproessing Discovery
Tokenization Predictive model
Stemming Descriptive model

Stop-words remowval
Figure 1: Text-mining process [1]

It is a process in which relevant and hidden information is extracted from textual data
based on a series of steps:
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1. Data Collection and Preprocessing, where unstructured textual input is cleaned
and normalized using various Natural Language Processing (NLP) methods and
converted into structured data.

2. Text Representation or Vectorization, where the preprocessed data is transformed
into a vector representation model for identifying and analyzing patterns.

3. Knowledge Discovery, where important knowledge is extracted and discovered from
the data using machine Learning techniques such as classification (text/opinions),
clustering, etc. The valuable information is then stored in a database.

In Lliterature, there are several applications in the field of text mining, such as in-
formation extraction, text summarization, named entity recognition, etc. More recently,
with the advancement of web technologies, text classification, which includes sentiment
analysis, has become the most frequently applied in many fields, such as medicine. In
the following section, we provide a brief overview of the basic components for the text
classification task.

5 Basic building blocks for text classification

Natural Language processing (NLP) refers to the intelligent processing of textual data
through the use of Linguistic computing tools to interpret documents written in natural
Language. In recent years, the term "text mining" has become more commonly used in
reference to NLP, and refers to the use of machine Learning tools and statistical, super-
vised and unsupervised classification algorithms for text analysis [7].

Text classification, including opinion classification, is a subfield of text mining. It
involves automatically analyzing an incoming text and determining its category.

In general, the steps used in text classification can also be applied to sentiment
analysis. This section will provide a detailed explanation of how to build a strong
baseline for a text classification task.

5.1 Text-mining from structured/unstructured data

Structured data is information that is formatted according to a predefined structure, al-
Lowing it to be organized and analyzed. This type of data can be numerical or text-based,
such as Lists of standardized occupations and skills. On the other hand, unstructured data
is the more commonly encountered form of information in organizations, which is stored
in its original format without any specific processing. This data usually takes the form
of textual documents, such as descriptions of radiology reports in various formats. [2].

Figure [2| provides an example of the world of structured data in medical health.

Typically, data mining applications utilize structured information, meaning unstruc-
tured data must be transformed into a structured format, such as a table, for information
extraction tasks. For instance, in document classification, the initial collection of doc-
uments must be transformed into a spreadsheet by utilizing specific formats for data
preparation, such as binary representation or TF-IDF transformations (as shown in Figure
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Swystolic disease
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Figure 2: A spreadsheet example of structured data in medical health .

. This structured representation allows the application of artificial Learning methods
for the classification task. These methods were designed to work only with sparse data
in the cells of the spreadsheet.

Spreadsheet
Document Data
¢ Learning Document
collection ) =) Meathod —) classifier
Preparation

Figure 3: Learning to Predict from Text .

5.2 Segmentation and Tokenisation

In any text-mining framework, the first step is data segmentation and tokenization. The
basis of the text is a string of characters which form words, sentences, and documents. To
efficiently process natural Language, it is necessary to represent the text formally. Hence,
this step is based on the principle that the smallest unit of information in a sentence is
a word, not a character. It involves representing the given text as a sequence of words
by separating the terms, taking into account the other alphanumeric characters, white
spaces, punctuation marks, and carriage returns contained in the text.

The second step in text-mining is tokenization, which involves breaking down an ex-
pression or text into its smallest units, called tokens. This step involves decisions on how
to parse the input stream of characters, including whether sentence delimiters should be
included, and how constructs Like "let's" should be treated. For instance, in the case of
a dosage expression Like "400 mg/day", a standard tokenizer can be used and adapted to
the specific domain, or a new tokenizer can be created from scratch.

As an example, the sentence "The patient has signs of COVID-19 in his Left Lung,
let's try a new treatment with anakinra, 100 mg/day for 10 days." is tokenized as follows:

“The” upatientn uhasn usignsn uofn ucovid_lgu uin” uhis” “Left”

“Ll.lng” u,vv uLetH o HSH utryu uan uneWH utreatmentu “With” Huanakinravv
u,n “100” umgn u/n uday” ufor” “10” udaysn u.n
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5.3 Morphological Processing

Morphology is the Linguistic processing of each token that focuses on analyzing word mor-
phemes. There are several types of morphemes such as inflections, prefixes, infixes, and
suffixes. The operations of morphological combination, including derivation, inflection,
composition, and mixing, are also included. The purpose of morphological processing is
to reduce the derivation and inflection forms of a term to a common base form, which
facilitates the processing of terms and their meaning by many NLP systems.

5.3.1 Lemmatization

Lemmatization is a process that morphologically analyzes words in a vocabulary by re-
moving inflectional endings and restoring the basic form of a word, which is known as
the lemma. For example, "am," "are," "is" become "be." This process is useful for
inflected Languages, such as Swedish, German, Polish, etc. On the other hand, English
has a simple morphology and does not usually require advanced Lemmatization.

5.3.2 Stemming

The process of stemming involves removing the suffix of a word to obtain its root form.
Different stemming algorithms exist that determine the number of characters to remove,
but these algorithms Lack the understanding of the meaning of the word in a language.
As a result, the root form may not always be the actual word. For instance, the root form
of the words "boat", "boater", and "boats" would be "boat". The Snowball system on
GitHub includes several stemmers and also Llists of stop words, which are meaningless
and account for around 40% of the terms in a document [7]. Thus, it is advisable to
remove stop words during the preprocessing phase.

5.4 Feature Engineering

A computer and machine Learning algorithms do not operate similarly to a human brain.
Unstructured text is simply a sequence of characters with grammar, which is meaningless
to algorithms. To enable efficient processing of natural language by computers, it's
necessary to represent the text in a format that can be processed by machine Learning
models, known as feature vectors. This process of representing the text is called feature
engineering [11].

It is a crucial step in text classification algorithms and all NLP projects, and there are
two main methods: statistical and neural methods.

5.4.1 Statistical Methods

Before the advent of word embeddings, statistical-based approaches were utilized for
extracting features from text. Popular statistical techniques included word count matches
and weight matrices, which were Later used as inputs to machine Learning algorithms.

Count Vectors as features

The aim is to represent the frequency of a particular term in a specific document. The
most commonly used method for this is Bag of Words/Bag of n-grams [12]. This is a
straightforward neural network that transforms a sentence or text based on the frequency
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of defined keywords (tokens or n-grams of tokens) in a predefined vocabulary [13]]. This
method has the benefit of being simple and efficient from a computational perspective,
but it's crucial to carefully select the vocabulary representation based on context and
the Learning program’s vocabulary.

TF-IDF Vectors as features

TF (Term Frequency) and IDF (Inverse Document Frequency) [14]. The TF represents
the frequency of a term in a given document and the IDF measures the significance of
the term in the entire corpus or database. The final score is obtained by multiplying
the TF and IDF scores. The TF-IDF algorithm is widely used in text classification and
information retrieval tasks, as it provides a way to represent the importance of a term
in a given text, while considering its significance in the entire corpus. The principle of
TF-IDF assumes that if a word is important for a text, it must repeatedly appear in that
document, whereas, it should rarely appear in other documents. Its concept is composed
of two terms:

e Term Frequency (TF), representing the frequency of occurrence of a feature term
in the text set,( computing the normalized Term Frequency)

e Inverse Document Frequency (IDF), is a measurement of the general importance of
a term, which is offset by the frequency a term appears in the data set.

Equation calculates the Term Frequency-Inverse Document Frequency, where tf; ;
represents the number of times word % appears in document j. A higher value of tf;
indicates that the word is important in document 5. The parameter df; is the number of
documents in which word % appears at Least once. The IDF value is calculated as the
Logarithm of the ratio of the total number of documents in the corpus N divided by the
document frequency of word 2. The output of the TF-IDF score ranges from 0 to 1, with
words having a high score representing the important words in the corpus.

N
TF —IDFy )y = tfi) *x log ———— 1.1
(4.9) faa) 9 of + 1 (1.1)
Vector representation using TF-IDF can be performed at various levels of input tokens,

including words, characters, and n-grams. The following outlines the different types of
TF-IDF:

e Word Level TF-IDF: A matrix that gives the TF-IDF scores of each word in various
documents.

e N-gram Level TF-IDF: N-grams represent combinations of N words together. The
TF-IDF matrix therefore represents the TF-IDF scores of the N-grams.

e Character Level TF-IDF: The matrix gives the TF-IDF scores of the character Level
n-grams in the corpus.
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5.4.2 Popular techniques of Neural Methods

include the use of word embedding techniques, which are forms of word and document
representation using dense vector representations. This approach disregards the distribu-
tion of words and focuses on representing the meaning of words based on their context.
It can be trained using pre-trained word embeddings such as GlLoVe, FastText or by using
the input corpus itself.

These tools are neural network models that convert each term in the text into a
vector, typically with 50 to 300 floating point numbers representing the input Layer. The
dense vectors capture and represent semantic similarity and syntactic information between
terms. The algorithm performs word counting using simple distance measures such as
the work of the Word2vec and GloVe methods [6].

Word2vec

W2V is a well-known technique for constructing word embeddings and is one of the
most successful algorithms in this field. It was introduced by Mikolov et al. [4] in 2013.
It is a neural network that processes text data and builds a vocabulary from the training
corpus. The algorithm generates distributed word vectors in a high-dimensional vector
space. These vectors are then used to form a matrix of sentences, and are ultimately
utilized as features for machine Learning models, including both traditional and deep
Learning methods.

There are two variants of the W2V algorithm: Skip-gram and Continuous Bag-of-
Words (CBOW). Both methods use a neural network architecture consisting of three
Layers: an input Layer, a hidden Layer, and an output Layer. The output Layer is composed
of neurons with a softmax activation function, and these architectures have been shown
to result in high-quality term embedding vectors [15].

e CBOW architecture is a method for predicting a target word based on its context,
as defined by a sliding window that encompasses the word and the words surrounding
it. The projection Layer is shared by all words in the context. If the vocabulary size
is W terms of dimension w, a one-hot encoding is used to represent each word. Each
term can have a binary vector of w dimensions. Given a vector of k hot-encoded
context terms, the CBOW algorithm computes the sum of the embeddings of the
context words to predict the target word. A Log-linear classifier with a hidden Layer
of N dimensions is used to predict the target word vector of dimension w based on
the context words, which are connected and have vocabulary dimension w. After
training the classifier, each term has a vector in the N x W weight matrix, which
is connected to a softmax layer to predict the target term. This method aims to
maximize the Llikelihood of the prediction, but works best for frequent terms, as more
training data is available for words that appear more often.

e SKip-gram architecture is a Log-linear neural network consisting of three Llayers,
unlike CBOW. It predicts the context window by using the word at the center of
the context. The word at the center, of dimension w, serves as the input of the
network (hidden Layer of size ), generating a Layer of continuous projections. These
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projections are then connected to a softmax function, each with a dimension of w,
to predict context words k, which are the output of the network (see Figure[4). The
softmax function is modeled as a k£ multi-class classifier. The Skip-gram model
assumes that the embedding of each term will be close to the terms in the same
context. To train the classifier, the size of the window before and after the term
must be defined by giving high weight to nearby words and Lower weight to distant
words.

INPUT  PROJECTION OUTPUT INPUT  PROJECTION OUTPUT

W(t-2) |:|\_\ D Wit-2)

Wit-1) D\ J, ,D Wit-1)
.\ SUM yd
N _,_.r /
.,
00~ -0
./ N
) AN
W(H)D” / N\ \D W(t+1)
Wit+2) D‘f D W(t+2)

cBOW Skip-gram

Figure 4: CBOW and skip-gram model as presented by Mikolov et al. [4].

Mathematically, Skip-gram architecture aim to maximize the following formula (eq.
11.2)) given a set sequence of terms wi, Wz, Ws,..., W

%Z ) 10 P(Weislw) (1.2)

t=1 —c<j<cs#0

Where: T represents the total number of training words, 7 is the index of a word in
the context window, w; refers to the target word, and c is the size of the context
window. It is worth noting that a larger ¢ value results in more training samples,
which can Lead to higher accuracy, but also Longer training time. To calculate the
probability p(w+5|w:), the softmax function as defined in equation is utilized.

exp(UwoVy,;)
Elmu/=1 exp(’z)w’ugl)
where vy and v, are the vector representations of word w for the input and output
Layers, respectively, and W is the size of the vocabulary.

(1.3)

p(wolwy) =

The Skip-gram model is more suitable for smaller datasets and performs well with
infrequent words.

GloVe GloVe (Global Vectors) is a recent approach developed by researchers at Stan-
ford University in 2014 [16]. It involves constructing a global word co-occurrence matrix
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by processing the corpus with a sliding context window. Each element in the matrix
represents the number of times word % appears in the context of word j. GloVe is an
unsupervised Learning model that considers all the information in the corpus, not just the
information in a window of words, hence the name Global Vectors. After the matrix is
constructed, a least squares regression model is trained to generate vector representa-
tions. The developers of GloVe suggested pre-incorporating millions of English tokens
from Wikipedia and common crawl data.

Mathematically, GloVe trains word vectors from the co-occurrence matrix using the
following objective function (eq. [1.7)):

J(6) = (u] v; — log Pyy)? (1.4)

Where J(0) is the objective function that depends on the parameter 6, which are the

word vectors. u; and v; represent the input and output word vectors, respectively, that

correspond to a word’s row and column in the co-occurrence matrix. F;; is the count of
the number of times that the words 4 and 7 appear together.

The goal of GLoVe is to optimize the word vectors by minimizing the difference between
the dot product of the vectors for words 2 and j and the Logarithm of their co-occurrence
count squared.

FasText FT, or FastText, is an embedding method introduced in [17] and is an exten-
sion of the word2vec method [4]. Unlike word2vec, which considers words as unbreakable
atomic units, FastText considers words as bags of character n-grams. FastText represents
words by summing the vectors associated with their character n-grams, thus allowing for
extraction of more semantic relationships between words that share common n-character
grams. FastText can also generate embeddings for rare words that have never been seen
before by summing its known character n-gram vectors. Character n-gram embeddings
have been shown to perform better than word2vec and GloVe on smaller datasets [18].

Deep contextualized models In recent years, researchers in the field of text mining
have shifted their focus towards a new model of feature representation that considers the
context in which words are used [19]. One such model is the Bidirectional Long Short-
Term-Memory (Bi-LSTM) network [5], which generates an Embeddings from Language
Models (ELMo) representation by taking an entire sentence as input and training a coupled
Language model. This approach has proven to be effective in incorporating information
from the sentence into the ELMo representation, leading to improved results in deep
contextual models.

Currently, there are several pre-trained neural network models that have been proposed
and shown to perform well on a variety of Linguistic tasks, such as BERT [20] and OpenAl
GPT [21].

5.5 Use of machine Learning Models

Text categorization is a task in which text data is classified into different categories. It is
often modeled as a classification problem in which a classifier is fed with text data and
returns the corresponding category. The text data is preprocessed and vectorized before
being fed into the classifier. The machine Learning algorithm then predicts the class of
the given text. There are two main types of text classification:
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1. Binary text classification: In this case, each document d; in D, where D = d;, d»,
..., dn, is classified into one of two categories. For example, the categories could
be "politics text" and "medical text," or "negative" and "positive" in the case of
opinion classification.

2. Multi class text classification: In this case, each document d; is classified into
one of several categories in C, where C represents the set of categories. The Llevel
of the corresponding category for each document is represented by C.

The most commonly used statistical methods in text categorization are supervised
Learning techniques. This type of method involves representing each document as a set
of variables generated through text vectorization tools. A model is built using examples
of text with known Llabels (such as the polarity or category of each text), and this model
is then used to assign the corresponding polarity/class to a new, unlabeled document.

These supervised Learning techniques can be divided into two groups: traditional or
classical methods, and deep Learning-based models [22]. The traditional classifiers used
in this field include the Naive Bayes classifier (NB) [23], Support Vector Machines (SVM)
[24], k-Nearest Neighbors (KNN) [25], Random Forest (RF) [26], Logistic Regression
(LR) [27], and Maximum Entropy (ME) [28]. On the other hand, deep Learning methods
include Convolutional Neural Networks [6] (CNN) and Recurrent Neural Networks (RNN)
models [29]. Figureshows the sentiment polarity classification process using traditional
machine Learning methods.

Text | = —
Stop

Pre-processing Feature Extraction ~ Modeling

Pasitive

O Sentiment

Negative
Output

Figure 5: sentiment polarity classification using machine Learning

Text clustering can also be performed using an unsupervised machine Learning ap-
proach, utilizing opinion Lexicons and grammatical analysis [6]. In this case, the docu-
ments are not Labeled and the clustering process doesn't require supervised information
to categorize the text. After transforming the text into numerical vectors or matrices, an
unsupervised machine Learning tool groups reviews with similar properties into a cluster.
These methods can be classified into two types: partition clustering, which divides the
database into non-overlapping subclusters, and hierarchical clustering, which involves the
hierarchical decomposition of the database [30].

In situations where a small amount of Labeled data is available, and a Large volume of
data is unlabeled, especially if the Labeling is done manually, a semi-supervised machine
Learning approach can be used. In this approach, the unlabeled examples are transformed
into Labeled points for further analysis. The classifier trains on the small Labeled dataset,

5. BASIC BUILDING BLOCKS FOR TEXT CLASSIFICATION 16



Chapter 1 - Text-mining in medical health

and based on these values, it predicts the classes of the unlabeled dataset. These data
are then added to the training set until all the data is classified.

Classical machine Learning techniques have been widely used in various text classifica-
tion studies in different domains. The performance of results depends on the classifier's
capacity and the best representation of the data, which is influenced by the choice of
feature extraction method [31]. Creating an effective representation of the data requires
a high Level of expertise in the domain. However, deep Learning models have emerged
as a promising solution in the automatic extraction of complex semantic features of text
data without the need for a feature engineering step. These models have been widely
adopted by researchers to solve text-mining problems, including opinion classification,
text classification, and information extraction.

5.6 Deep Learning methods for text classification

Recently, with advancements in technology, deep Learning (DL) has become a widely
studied field in various areas, particularly in image and speech recognition and text mining.
DL techniques have particularly been effective in text classification tasks, where they play
a crucial role. Unlike traditional machine Learning methods, which rely solely on text
vectorization techniques for feature extraction, deep Learning techniques Leverage multi-
Layer approaches to extract features in the hidden Layers of a neural network architecture,
resulting in improved performance and accuracy. Figure [g] ilLustrates opinion polarity
classification using deep Llearning methods. This section discusses various deep lLearning-
based text classification techniques, including Convolutional Neural Networks (CNNs)
and Recurrent Neural Networks (RNNSs).

Text |—-- —
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Figure 6: opinion polarity classification using deep Learning approaches

5.6.1 Convolutional Neural Networks (CNN)

A convolutional neural network (CNN) is a type of feed-forward neural network that is
widely used in the field of deep Llearning, particularly in image processing. CNNs have
proven to be effective in sentiment analysis tasks as text data is treated as an image and
used as input for classification.

The CNN architecture consists of three main Layers: the convolution Layer, the pooling
Layer, and the fully connected Layer. The convolution lLayer extracts features from the
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input using multiple filters, the pooling Layer reduces the dimensionality of the feature
maps by keeping a simple probability score that reflects the Likelihood corresponding to a
Label, and the fully connected Layer uses back-propagation to make the final classification
decision.

The figure |[7] shows the process of how an input integration matrix is processed by a
CNN consisting of three convolution Layers and two pooling Layers. The first convolution
Layer uses 64 filters to extract different features, followed by a pooling lLayer to prevent
overfitting. The second and third convolution Layers use 32 and 16 filters, respectively,
followed by another pooling Layer. The final fully connected layer predicts the classes
by reducing the height vector of 16 to an output vector of one.

input

| Glabal max pooling

Qutput

Max pocling O

Convi-ayer? Convl-layerd
— 16 filters Bfilters

Figure 7: Convolutional Neural Network Algorithm.

5.6.2 Recurrent Neural Networks (RNN)

Recurrent Neural Networks (RNN) are a type of deep neural network designed for pro-
cessing sequential data. They are capable of capturing the correlation between current
and previous time steps by using a memory mechanism created by feedback Loops within
the network. At each time step ¢, the RNN has a hidden state At that represents the
state of the input processing system. The use of time t allows the network to convert the
input sequence into the final output sequence (eq. [1.5). RNNs have been widely used in
various NLP tasks, including sentiment analysis ( [6]).

ht = f(ht—1, Xt) (1.5)

With: h:—i: the output at £ — 1 and X;: the current input at ¢. For each input X; at time
t, a non-Linear function f helps to predict the system status at time ¢ using the status at
time t—1, fis meant as a linear transformation function added to a non-Linear activation
function (eq. which has the following form:

ht = tanh,(W[nt_l, Xt] + b) (1.6)

With: W: represent the weight, b: the bias, tanh: the hyperbolic tangent activation
function and ht: the output. This type of network is necessary in solving time series tasks
such as speech recognition, natural Language processing (NLP), machine translation,
video sequence processing.
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5.6.3 Long Short-Term-Memory (LSTM) and Bidirectional Long Short-Term-
Memory (Bi-LSTM)

Long-term memory (LSTM) is a popular type of recurrent neural network and is consid-
ered more effective than GRU for processing Longer sequences. It was first introduced by
Hochreiter and Schmidhuber in 1997 [29]. LSTM extends the basic RNN architecture by
adding memory cells in the form of a collection of interconnected subarrays.

The LSTM architecture consists of four fundamental components: the input gate (it),
the output gate (ot), the forget gate (ft), and a memory cell that controls the memory
Length and the write, read, and reset operations for the cell. Each gate is represented by
a sigmoid function.

For each sequence of input vectors (xt) at time t, the forget gate (ft) decides which
information from the previous output should be deleted by considering the current inputs
(zt) and the previous hidden state (ht—1). The input gate (it) decides which information
should be entered into the cell state (ct), and the output gate (ot) decides which part of
the cell state should be passed to the next hidden state. These three sigmoid functions
enable the memory cells to store, update, and access information from multiple training
examples. A visual representation of the LSTM architecture is shown in Figure [g]

Figure 8: LSTM Architecture presented by A. Graves [5]

Long Short-Term-Memory (LSTM) is a powerful technique for natural Language pro-
cessing, particularly for sequential prediction tasks such as text analysis and classification.
It uses a special mechanism to selectively process its memory, deciding which parts of
the information to retain, forget, and update based on the memory vector and partial
output. This allows the network to Learn from Longer input sequences and mitigate the
risk of exploding gradients.

However, one Limitation of the LSTM model is that it only has access to information
from the past, not the future. To address this issue, the Bidirectional LSTM (Bi-LSTM)
was introduced. This model uses information from both the past and future by c