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Résumé

Ces dernières années, l’utilisation du text mining (TM) et de l’apprentissage automatique
dans le domaine de la santé a suscité un intérêt croissant. La classification de documents
a été une application courante, avec de nombreuses études se concentrant sur la classifi-
cation de rapports médicaux à partir de données textuelles non structurées. Cependant, il
est également nécessaire d’utiliser le TM et l’apprentissage automatique pour l’analyse
des sentiments des données textuelles médicales dans les réseaux sociaux et les forums
médicaux. Dans cette thèse, l’accent a été mis sur deux applications de TM dans le do-
maine médical : la classification des rapports d’autopsie pour détecter la manière de décès
dans la wilaya de Tlemcen et l’analyse des opinions des patients et du public sur la santé
et la pandémie de COVID-19 en utilisant des techniques d’apprentissage automatique.
Les expériences menées dans les deux études ont montré que les modèles automatisés
d’analyse d’opinions sont spécifiques à la tâche et que l’extraction de caractéristiques
et l’architecture du classifieur d’apprentissage en profondeur jouent un rôle important
dans le succès de ces modèles. Les résultats pourraient être utiles pour améliorer les
stratégies liées à la surveillance des médicaments et de la COVID-19. Les orientations
futures comprennent l’exploration d’autres types de techniques d’apprentissage en pro-
fondeur, l’utilisation de documents cliniques pour l’analyse des sentiments et l’analyse
de l’état de santé algérien sur la base de classifieurs d’apprentissage automatique et
d’apprentissage en profondeur.

Mots clés

Fouille de texte, traitement automatique de langue TAL, apprentissage automatique, ap-
prentissage profond, analyse de sentiment médical, surveillance des médicaments, surveil-
lance de COVID-19, rapports d’autopsie
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Abstract

In recent years, there has been increasing interest in the use of text mining (TM) and
machine learning in healthcare. Document classification has been a common application,
with many studies focusing on classifying medical reports from unstructured text data.
However, there is also a need to utilize TM and machine learning for sentiment analysis
of medical textual data in social networks and medical forums. In this thesis, the focus
was on two TM applications in the medical domain: classifying autopsy reports to detect
the manner of death in Wilaya of Tlemcen and analyzing patient and public opinions
on healthcare and the COVID-19 pandemic using machine learning techniques. The ex-
periments conducted in both studies showed that automated models for opinion analysis
are task-specific and that feature extraction and deep learning classifier architecture play
important roles in the success of these models. The findings could be useful for improv-
ing strategies related to drugs monitoring and COVID-19 surveillance. Future directions
include exploring other types of deep learning techniques, using clinical documents for
sentiment analysis, and analyzing Algerian health status based on machine learning and
deep learning classifiers.

Keywords
Text mining, NLP, machine learning, deep learning, medical sentiment analysis, drug
monitoring, COVID-19 surveillance, autopsy reports.
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Introduction

1 The Scope of the Thesis

In the medical field, the amount of available information produced daily in medicine
has increased significantly. The efficient and topical retrieval of this relevant patient
and health status information is the main problem faced by any healthcare professional.
Medical information systems collect huge amounts of textual and numerical information
about patients, consultations, prescriptions, doctors’ notes, medications, and more. This
information, encapsulated in the data, can be used to make decisions about the health-
care system. This information is stocked in various file formats such as medical records,
discharge reports, medical reports, etc., and may lead to improved quality of healthcare,
accelerated clinical and research initiatives, reduced medical errors, and reduced costs.

In recent years, textual data has attracted increasing interest, with clinical text docu-
ments proliferating exponentially and more than 40% of data in medical records systems
containing text [7]. These documents contain a wealth of valuable information about
patient symptoms, diagnoses, treatments, drug use, and adverse events that can be used
to follow the evolution of patients’ health more accurately and therefore improve their
care. A significant part of these documents exists in structured form, i.e., it can be stored
and displayed in a strict and organized way, e.g., a patient’s name, date of birth, height,
etc. However, in computerized patient records, most of the detailed information is still
stored in unstructured form: free text, where these medical data differ in complexity,
length, and use of terminology. This complicates knowledge discovery and makes reuse
of this data difficult, as well as doctors spend a lot of time searching for relevant patient
information in these textual documents for medical decision making due to the lack of
tools available to process them, also due to ethical policies regarding access to sensitive
data.

In this situation, the lack of effective analytical methods and resources dedicated to
clinical data significantly limits the possibilities for clinical data mining and analysis. At
the same time, there is a real need for clinicians and health professionals to explore clin-
ical data. To face these problems, Natural language processing (NLP) and text mining
techniques offer a unique opportunity to extract important information from text data
archives. Extracting this useful information from text using various types of statistical

1



Introduction

algorithms is known as "text mining," "text analysis," or "machine learning from text."

In this regard, text mining (TM) offers a wide range of methods to explore this knowl-
edge automatically using natural language processing (NLP) methods and machine learn-
ing techniques for transforming unstructured textual data into relevant structured infor-
mation. A common application of text mining in healthcare domain is the classification of
medical text or clinical document clustering, operate on the document level, making use
of statistical and machine learning methods. Medical Text categorization has many ap-
plications, including categorizing risk factors and clinical alerts, classifying adverse drug
reactions, categorizing electronic medical records, exploring patient symptoms, analyzing
patient feelings, and classifying medical reports such as autopsy reports.

However, in many advanced applications, the main challenge in clinical medicine today
is to use text mining tools to analyze and extract information from medical text data in
social networks and medical forums, which provide valuable information for improving the
quality of healthcare, monitoring drugs and tracking disease. This field is called medical
sentiment analysis.

In recent years, the extraction of patients’ opinions from medical forums on the web
has seen different aspects that can be related to the following: the analysis of medical
sentiment in the content tweets to assess people’s opinions on patients’ health status and
their emotions about their medicines, as well as the identification of diseases in online
communities for disease surveillance, to detect outbreaks and anomalies in blogs.

Throughout this thesis, all the brief notions presented above about text mining in
medicine and especially related to report classification and medical sentiment analysis
will be detailed by reviewing the main works in the literature. In the following section,
we present our research goals and the scope of each chapter of our manuscript.

2 Summary of Research Goals and Contributions

In healthcare, the application of text mining with machine learning has become increas-
ingly essential. Text mining techniques in medicine are very broad and can benefit patients
and healthcare professionals in different areas of medicine. Many research works have ad-
dressed the approach of classifying medical reports from unstructured text data using NLP
and machine learning methods, while others have focused on medical sentiment analy-
sis. In this thesis, we focused on these two text mining applications in the medical domain.

Our first research objective was to study the benefits of using text mining and machine
learning, including deep learning techniques, in the classification of medical reports. We
collected a set of medical reports and studied the classification of autopsy reports or the
detection of manner of death from autopsy reports. The objective of this work was to
determine the manner of death automatically from these reports.

The second part of our thesis was the analysis of text mining and machine learning,
including deep learning techniques, for opinion mining (OM) in the healthcare domain.
Our goal was to demonstrate the effectiveness of these methods in sentiment analysis
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and find the best model for the specific task. In recent years, there has been a growing
focus on medical sentiment analysis, which offers a unique perspective as it can highlight
diagnostic support systems and propose a new approach to improving the quality of med-
ical devices.

Two major contributions were proposed in this part of our thesis. The first one was
drug monitoring by analyzing machine learning and deep learning frameworks for opinion
mining on drug reviews. The second contribution was the analysis of public emotions
towards the COVID-19 pandemic in order to understand public reactions and aid epidemi-
ologists in monitoring the spread of the virus. Our study proposes models for sentiment
analysis on COVID-19-related tweets using traditional and advanced deep learning tech-
niques and introduces a new hybrid model based on CNN and RNN for sentiment analysis.

Overall, our thesis explores the benefits and effectiveness of using text mining with
machine learning, including deep learning techniques, in the medical domain for the
classification of medical reports and medical sentiment analysis. More details and expla-
nations about our research goals and contributions can be found in Chapter 2 and 3 of
our manuscript.

3 Thesis Organization

The main aim of this thesis is to introduce text mining and sentiment analysis approaches
in healthcare by providing simplified real-world examples. The intended audience of this
paper is text mining researchers and medical professionals interested in understanding the
underlying mechanisms and including them in future research work.

The manuscript is organized as follows:

• Chapter 1 provides a comprehensive overview of existing techniques and resources
for performing text mining tasks in medicine. It describes the main practical ap-
plications, terminology resources, tools, and open challenges of this approach in
medicine, with the goal of providing readers with the necessary knowledge of text
mining in the medical field so that they can use it in real-world applications.

• Chapter 2 examines one application of text mining, document classification, and
demonstrates the use of text classification techniques to predict the mode of death
(MoD) from free-text forensic autopsy reports at Wilaya of Tlemcen using tradi-
tional and deep learning algorithms. The work is divided into two parts: part 1
discusses data collection and organization, and part 2 involves a comparative study
of machine learning and deep learning algorithms for autopsy report classification.

• Chapter 3 represents the second part of the manuscript, focusing on medical senti-
ment analysis using NLP and machine learning techniques. This chapter provides a
detailed overview of the basic knowledge and standard methods used to create sen-
timent analysis models. Proposed contributions in this area are detailed, including
analysis of machine learning and deep learning frameworks for opinion mining on
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drug critiques and analysis of public opinion on the COVID-19 pandemic. A compar-
ative study was conducted in the two works between different machine learning and
deep learning methods using well-known text vectorization techniques for exploring
opinions, with the goal of finding the best model of OM.

• Finally, the conclusion and future directions section concludes the study and indi-
cates future directions of research.

3. THESIS ORGANIZATION 4



CHAPTER 1

Text-mining in medical health

1 Introduction

Text mining is the use of artificial intelligence techniques to extract useful information
from large amounts of unstructured text. It is based on natural language processing
methods that help to extract a more comprehensive understanding of meaning from the
text. Text mining involves different aspects of linguistics, such as syntax (lemmatization,
morphosyntactic labeling, parsing, etc.) and grammatical structure (noun or preposi-
tional phrases, subject or object, . . . ), and can utilize knowledge representations like
entity ontologies or synonym thesauruses.

The field of text mining encompasses various sub-domains, such as information re-
trieval, document classification, sentiment analysis, and more. In recent years, there has
been growing interest in the application of text mining in healthcare, particularly in the
field of medicine (medicine3.0), as it has the potential to improve diagnosis, treatment,
and prevention of diseases. With advancements in technology, natural language pro-
cessing and text mining methods are becoming increasingly important in automatically
extracting valuable information from medical text data.

In the medical field, text mining techniques have been applied in various research
studies such as clinical text summarization, disease prediction, and others. Clinical text
summarization is an NLP task aimed at creating a summary from large amounts of clinical
reports. Disease prediction using NLP involves mining unstructured patient health records
for insights and information, which can aid in early detection, slow disease progression,
and improve risk-adjustment procedures.

NLP-based models for disease prediction offer the potential to save money for health-
care insurers, as early treatments are typically less complicated and expensive than those
given at later stages of a disease. In this context, the application of NLP and text mining
in the healthcare domain is becoming increasingly important, as described in this chapter.

5
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2 The problem of extracting medical information from
text

In recent years, the daily production of information by healthcare professionals in medicine
has increased rapidly. This information is stored in various sources and formats, mostly
in textual form, and can be found in various documents such as discharge summaries,
clinical monitoring sheets, clinical records, and medical reports. This textual informa-
tion contains valuable knowledge that is essential for supporting medical decision-making.

Textual data stored in electronic medical records, clinical reports, and summaries has
the potential to revolutionize health-related research and can be used for various pur-
poses such as disease registers, epidemiological studies, monitoring pharmaceutical safety,
clinical trials, and healthcare service audits. In most biomedical records, clinicians have
the option of structuring their information or capturing it in free text.

However, the huge amount of mainly unstructured and non-standardized textual infor-
mation presents a challenge for computer medicine. Extracting, discovering, and reusing
the knowledge hidden in this data is one of the main challenges. In this regard, text
mining (TM) offers a wide range of tools to extract this knowledge automatically us-
ing natural language processing (NLP) methods and machine learning techniques for
transforming unstructured textual data into relevant structured information [1]. In the
following sections, we will discuss the different applications of text mining in medical
health.

2.1 Text summarization

The vast amount of textual information present in various medical sources is continuously
growing. To help health professionals and researchers gain a better understanding of this
vast amount of information, text summarization techniques have been developed. These
techniques aim to analyze large amounts of information and generate a concise summary
of the most important points in a document, by identifying its main themes.

There are different types of summarization methods, including extractive and abstrac-
tive summarization [8], that can be single or multi-document, general or domain-specific,
and multimedia. These techniques help health researchers quickly and easily access
essential information from multiple medical documents, reducing the time and effort
required to wade through vast amounts of information.

2.2 Hypotheses generation and knowledge discovery

The use of text mining techniques for extracting knowledge hidden in medical text data
is crucial for healthcare professionals in making informed decisions, including identifying
risk factors for diseases, adverse drug events, symptoms, and important patient events.

For instance, in a study by Baron et al. [9], text mining was applied to a meta-
analysis of 119310 articles to identify the adverse effects of aspirin use, simplifying the
process compared to manual analysis. Similarly, Tafti et al. [10] developed a big data
neural network system using NLP and text-mining with the word2vec algorithm to identify

2. THE PROBLEM OF EXTRACTING MEDICAL INFORMATION FROM TEXT 6



Chapter 1 - Text-mining in medical health

adverse drug reactions from scientific articles on health-related social networks. This
research led to the discovery of rare adverse effects, such as lactic acidosis caused by
metformin use.

2.3 Medical Text Classification

Approximately 40% of medical information is stored in text form [7]. This information
comes from various sources including computerized medical records, databases, articles,
social networks, patient interviews, and biomedical literature. Technological advance-
ments have enabled the computerization of medical records, interviews, and articles, and
the exchange of information over the internet. As a result, the automatic classification
of text has become an important task in medicine.

Text classification has many applications in the medical field, including categorizing
risk factors and clinical alerts, classifying adverse drug reactions, categorizing electronic
medical records, exploring patient symptoms, analyzing patient opinions and feelings,
and classifying medical reports.

Most of the research in this area is based on three main applications [1]: automatic
diagnosis, which uses text mining and machine learning techniques to classify diseases;
patient stratification, which involves the analysis and classification of patient clinical
characteristics from free-text medical reports using NLP methods and machine learning
algorithms; and the classification of medical literature, which involves the creation of
medical corpora through the automated collection and labeling of thousands of articles.
An example of this is the classification of medical literature in the MEDLINE database.

2.4 Advanced systems for text-mining techniques

Advanced systems have integrated text mining (TM) tasks to identify concepts in large
collections of biomedical text. Two examples of these systems are MetaMap (1 and UIMA
2. MetaMap uses the semantic base UMLS and UIMA is used to analyze unstructured
information. UIMA’s main role is to perform grammatical and multilingual analysis
and document classification. These new TM tasks have great relevance in the healthcare
domain, including improving the quality of care services, reducing time and cost associated
with health management, and reducing medical errors.

2.5 Text-mining techniques on Health social media

The integration of new technologies in the medical field is crucial for advancing and
improving medicine. Currently, one of the main challenges in clinical medicine is to
utilize text-mining (TM) tools to analyze and extract information from medical textual
data in social networks and medical forums, which provide valuable insights for improving
the quality of healthcare, monitoring drugs, and tracking disease progression. The use
of text-mining and artificial intelligence has allowed for a comprehensive analysis of this
data. Some recent applications of TM include analyzing medical sentiment in the content
of tweets to gauge people’s opinions about patients’ health status and emotions toward

1https://metamap.nlm.nih.gov/
2https://uima.apache.org/external-resources.html
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their drugs, as well as identifying diseases in online communities for disease surveillance
to detect outbreaks and anomalies from blogs.

3 Natural language processing and text mining

Natural Language Processing (NLP) is a field of artificial intelligence that enables com-
puters to process and understand human language. This is accomplished by utilizing
machine learning algorithms to analyze text, speech, and grammatical syntax. NLP aims
to replicate natural human communication and can handle various forms of speech, in-
cluding misspellings.

Text Mining, on the other hand, is a subfield of data mining that specifically deals
with the extraction of information from text files. It encompasses various data mining
and machine learning methods applied to textual information, including both structured
and unstructured data. The main focus of text mining is on the structure of the data,
rather than the meaning of the content. It is mainly used for the analysis of qualitative
data.

4 Text-mining process

Generally, the majority of the most studied and applied methods and applications in the
field of text mining go through the steps of the overall text mining process described in
Figure 1.

Figure 1: Text-mining process [1]

It is a process in which relevant and hidden information is extracted from textual data
based on a series of steps:
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1. Data Collection and Preprocessing, where unstructured textual input is cleaned
and normalized using various Natural Language Processing (NLP) methods and
converted into structured data.

2. Text Representation or Vectorization, where the preprocessed data is transformed
into a vector representation model for identifying and analyzing patterns.

3. Knowledge Discovery, where important knowledge is extracted and discovered from
the data using machine learning techniques such as classification (text/opinions),
clustering, etc. The valuable information is then stored in a database.

In literature, there are several applications in the field of text mining, such as in-
formation extraction, text summarization, named entity recognition, etc. More recently,
with the advancement of web technologies, text classification, which includes sentiment
analysis, has become the most frequently applied in many fields, such as medicine. In
the following section, we provide a brief overview of the basic components for the text
classification task.

5 Basic building blocks for text classification

Natural language processing (NLP) refers to the intelligent processing of textual data
through the use of linguistic computing tools to interpret documents written in natural
language. In recent years, the term "text mining" has become more commonly used in
reference to NLP, and refers to the use of machine learning tools and statistical, super-
vised and unsupervised classification algorithms for text analysis [7].

Text classification, including opinion classification, is a subfield of text mining. It
involves automatically analyzing an incoming text and determining its category.

In general, the steps used in text classification can also be applied to sentiment
analysis. This section will provide a detailed explanation of how to build a strong
baseline for a text classification task.

5.1 Text-mining from structured/unstructured data

Structured data is information that is formatted according to a predefined structure, al-
lowing it to be organized and analyzed. This type of data can be numerical or text-based,
such as lists of standardized occupations and skills. On the other hand, unstructured data
is the more commonly encountered form of information in organizations, which is stored
in its original format without any specific processing. This data usually takes the form
of textual documents, such as descriptions of radiology reports in various formats. [2].

Figure 2 provides an example of the world of structured data in medical health.
Typically, data mining applications utilize structured information, meaning unstruc-

tured data must be transformed into a structured format, such as a table, for information
extraction tasks. For instance, in document classification, the initial collection of doc-
uments must be transformed into a spreadsheet by utilizing specific formats for data
preparation, such as binary representation or TF-IDF transformations (as shown in Figure
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Figure 2: A spreadsheet example of structured data in medical health [2].

3). This structured representation allows the application of artificial learning methods
for the classification task. These methods were designed to work only with sparse data
in the cells of the spreadsheet.

Figure 3: Learning to Predict from Text [3].

5.2 Segmentation and Tokenisation

In any text-mining framework, the first step is data segmentation and tokenization. The
basis of the text is a string of characters which form words, sentences, and documents. To
efficiently process natural language, it is necessary to represent the text formally. Hence,
this step is based on the principle that the smallest unit of information in a sentence is
a word, not a character. It involves representing the given text as a sequence of words
by separating the terms, taking into account the other alphanumeric characters, white
spaces, punctuation marks, and carriage returns contained in the text.

The second step in text-mining is tokenization, which involves breaking down an ex-
pression or text into its smallest units, called tokens. This step involves decisions on how
to parse the input stream of characters, including whether sentence delimiters should be
included, and how constructs like "let’s" should be treated. For instance, in the case of
a dosage expression like "400 mg/day", a standard tokenizer can be used and adapted to
the specific domain, or a new tokenizer can be created from scratch.

As an example, the sentence "The patient has signs of COVID-19 in his left lung,
let’s try a new treatment with anakinra, 100 mg/day for 10 days." is tokenized as follows:

“The” “patient” “has” “signs” “of” “covid-19” “in” “his” “left”
“lung” “,” “let” “’" “s” “try” “a” “new” “treatment” “with” ”“anakinra”
“,” “100” “mg” “/” “day” “for” “10” “days” “.”

5. BASIC BUILDING BLOCKS FOR TEXT CLASSIFICATION 10
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5.3 Morphological Processing

Morphology is the linguistic processing of each token that focuses on analyzing word mor-
phemes. There are several types of morphemes such as inflections, prefixes, infixes, and
suffixes. The operations of morphological combination, including derivation, inflection,
composition, and mixing, are also included. The purpose of morphological processing is
to reduce the derivation and inflection forms of a term to a common base form, which
facilitates the processing of terms and their meaning by many NLP systems.

5.3.1 Lemmatization

Lemmatization is a process that morphologically analyzes words in a vocabulary by re-
moving inflectional endings and restoring the basic form of a word, which is known as
the lemma. For example, "am," "are," "is" become "be." This process is useful for
inflected languages, such as Swedish, German, Polish, etc. On the other hand, English
has a simple morphology and does not usually require advanced lemmatization.

5.3.2 Stemming

The process of stemming involves removing the suffix of a word to obtain its root form.
Different stemming algorithms exist that determine the number of characters to remove,
but these algorithms lack the understanding of the meaning of the word in a language.
As a result, the root form may not always be the actual word. For instance, the root form
of the words "boat", "boater", and "boats" would be "boat". The Snowball system on
GitHub includes several stemmers and also lists of stop words, which are meaningless
and account for around 40% of the terms in a document [7]. Thus, it is advisable to
remove stop words during the preprocessing phase.

5.4 Feature Engineering

A computer and machine learning algorithms do not operate similarly to a human brain.
Unstructured text is simply a sequence of characters with grammar, which is meaningless
to algorithms. To enable efficient processing of natural language by computers, it’s
necessary to represent the text in a format that can be processed by machine learning
models, known as feature vectors. This process of representing the text is called feature
engineering [11].

It is a crucial step in text classification algorithms and all NLP projects, and there are
two main methods: statistical and neural methods.

5.4.1 Statistical Methods

Before the advent of word embeddings, statistical-based approaches were utilized for
extracting features from text. Popular statistical techniques included word count matches
and weight matrices, which were later used as inputs to machine learning algorithms.

Count Vectors as features
The aim is to represent the frequency of a particular term in a specific document. The

most commonly used method for this is Bag of Words/Bag of n-grams [12]. This is a
straightforward neural network that transforms a sentence or text based on the frequency
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of defined keywords (tokens or n-grams of tokens) in a predefined vocabulary [13]. This
method has the benefit of being simple and efficient from a computational perspective,
but it’s crucial to carefully select the vocabulary representation based on context and
the learning program’s vocabulary.

TF-IDF Vectors as features
TF (Term Frequency) and IDF (Inverse Document Frequency) [14]. The TF represents

the frequency of a term in a given document and the IDF measures the significance of
the term in the entire corpus or database. The final score is obtained by multiplying
the TF and IDF scores. The TF-IDF algorithm is widely used in text classification and
information retrieval tasks, as it provides a way to represent the importance of a term
in a given text, while considering its significance in the entire corpus. The principle of
TF-IDF assumes that if a word is important for a text, it must repeatedly appear in that
document, whereas, it should rarely appear in other documents. Its concept is composed
of two terms:

• Term Frequency (TF), representing the frequency of occurrence of a feature term
in the text set,( computing the normalized Term Frequency)

• Inverse Document Frequency (IDF), is a measurement of the general importance of
a term, which is offset by the frequency a term appears in the data set.

Equation 1.1 calculates the Term Frequency-Inverse Document Frequency, where tfi;j
represents the number of times word i appears in document j. A higher value of tfi;j
indicates that the word is important in document j. The parameter dfi is the number of
documents in which word i appears at least once. The IDF value is calculated as the
logarithm of the ratio of the total number of documents in the corpus N divided by the
document frequency of word i. The output of the TF-IDF score ranges from 0 to 1, with
words having a high score representing the important words in the corpus.

TF ` IDF(i;j) = tf(i;j) ˜ log
N

dfi + 1
(1.1)

Vector representation using TF-IDF can be performed at various levels of input tokens,
including words, characters, and n-grams. The following outlines the different types of
TF-IDF:

• Word Level TF-IDF: A matrix that gives the TF-IDF scores of each word in various
documents.

• N-gram Level TF-IDF: N-grams represent combinations of N words together. The
TF-IDF matrix therefore represents the TF-IDF scores of the N-grams.

• Character Level TF-IDF: The matrix gives the TF-IDF scores of the character level
n-grams in the corpus.
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5.4.2 Popular techniques of Neural Methods

include the use of word embedding techniques, which are forms of word and document
representation using dense vector representations. This approach disregards the distribu-
tion of words and focuses on representing the meaning of words based on their context.
It can be trained using pre-trained word embeddings such as GloVe, FastText or by using
the input corpus itself.

These tools are neural network models that convert each term in the text into a
vector, typically with 50 to 300 floating point numbers representing the input layer. The
dense vectors capture and represent semantic similarity and syntactic information between
terms. The algorithm performs word counting using simple distance measures such as
the work of the Word2vec and GloVe methods [6].

Word2vec
W2V is a well-known technique for constructing word embeddings and is one of the

most successful algorithms in this field. It was introduced by Mikolov et al. [4] in 2013.
It is a neural network that processes text data and builds a vocabulary from the training
corpus. The algorithm generates distributed word vectors in a high-dimensional vector
space. These vectors are then used to form a matrix of sentences, and are ultimately
utilized as features for machine learning models, including both traditional and deep
learning methods.

There are two variants of the W2V algorithm: Skip-gram and Continuous Bag-of-
Words (CBOW). Both methods use a neural network architecture consisting of three
layers: an input layer, a hidden layer, and an output layer. The output layer is composed
of neurons with a softmax activation function, and these architectures have been shown
to result in high-quality term embedding vectors [15].

• CBOW architecture is a method for predicting a target word based on its context,
as defined by a sliding window that encompasses the word and the words surrounding
it. The projection layer is shared by all words in the context. If the vocabulary size
is W terms of dimension w, a one-hot encoding is used to represent each word. Each
term can have a binary vector of w dimensions. Given a vector of k hot-encoded
context terms, the CBOW algorithm computes the sum of the embeddings of the
context words to predict the target word. A log-linear classifier with a hidden layer
of N dimensions is used to predict the target word vector of dimension w based on
the context words, which are connected and have vocabulary dimension w. After
training the classifier, each term has a vector in the N x W weight matrix, which
is connected to a softmax layer to predict the target term. This method aims to
maximize the likelihood of the prediction, but works best for frequent terms, as more
training data is available for words that appear more often.

• Skip-gram architecture is a log-linear neural network consisting of three layers,
unlike CBOW. It predicts the context window by using the word at the center of
the context. The word at the center, of dimension w, serves as the input of the
network (hidden layer of size N), generating a layer of continuous projections. These
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projections are then connected to a softmax function, each with a dimension of w,
to predict context words k, which are the output of the network (see Figure 4). The
softmax function is modeled as a k multi-class classifier. The Skip-gram model
assumes that the embedding of each term will be close to the terms in the same
context. To train the classifier, the size of the window before and after the term
must be defined by giving high weight to nearby words and lower weight to distant
words.

Figure 4: CBOW and skip-gram model as presented by Mikolov et al. [4].

Mathematically, Skip-gram architecture aim to maximize the following formula (eq.
1.2) given a set sequence of terms w1, w2, w3,. . . , wT

1

T

TX
t=1

X
`c»j»cj 6=0

log p(wt+jjwt) (1.2)

Where: T represents the total number of training words, j is the index of a word in
the context window, wt refers to the target word, and c is the size of the context
window. It is worth noting that a larger c value results in more training samples,
which can lead to higher accuracy, but also longer training time. To calculate the
probability p(wt+jjwt), the softmax function as defined in equation 1.3 is utilized.

p(w0jw1) =
exp(«vw0v

T
w1)PW

w=1 exp(«vwv
T
w1)

(1.3)

where vw and v0w are the vector representations of word w for the input and output
layers, respectively, and W is the size of the vocabulary.

The Skip-gram model is more suitable for smaller datasets and performs well with
infrequent words.

GloVe GloVe (Global Vectors) is a recent approach developed by researchers at Stan-
ford University in 2014 [16]. It involves constructing a global word co-occurrence matrix
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by processing the corpus with a sliding context window. Each element in the matrix
represents the number of times word i appears in the context of word j. GloVe is an
unsupervised learning model that considers all the information in the corpus, not just the
information in a window of words, hence the name Global Vectors. After the matrix is
constructed, a least squares regression model is trained to generate vector representa-
tions. The developers of GloVe suggested pre-incorporating millions of English tokens
from Wikipedia and common crawl data.

Mathematically, GloVe trains word vectors from the co-occurrence matrix using the
following objective function (eq. 1.7):

J(„) = (uT
i
vj ` logPij)

2 (1.4)

Where J(„) is the objective function that depends on the parameter „, which are the
word vectors. ui and vj represent the input and output word vectors, respectively, that
correspond to a word’s row and column in the co-occurrence matrix. Pij is the count of
the number of times that the words i and j appear together.

The goal of GloVe is to optimize the word vectors by minimizing the difference between
the dot product of the vectors for words i and j and the logarithm of their co-occurrence
count squared.

FasText FT, or FastText, is an embedding method introduced in [17] and is an exten-
sion of the word2vec method [4]. Unlike word2vec, which considers words as unbreakable
atomic units, FastText considers words as bags of character n-grams. FastText represents
words by summing the vectors associated with their character n-grams, thus allowing for
extraction of more semantic relationships between words that share common n-character
grams. FastText can also generate embeddings for rare words that have never been seen
before by summing its known character n-gram vectors. Character n-gram embeddings
have been shown to perform better than word2vec and GloVe on smaller datasets [18].

Deep contextualized models In recent years, researchers in the field of text mining
have shifted their focus towards a new model of feature representation that considers the
context in which words are used [19]. One such model is the Bidirectional Long Short-
Term-Memory (Bi-LSTM) network [5], which generates an Embeddings from Language
Models (ELMo) representation by taking an entire sentence as input and training a coupled
language model. This approach has proven to be effective in incorporating information
from the sentence into the ELMo representation, leading to improved results in deep
contextual models.

Currently, there are several pre-trained neural network models that have been proposed
and shown to perform well on a variety of linguistic tasks, such as BERT [20] and OpenAI
GPT [21].

5.5 Use of machine learning Models

Text categorization is a task in which text data is classified into different categories. It is
often modeled as a classification problem in which a classifier is fed with text data and
returns the corresponding category. The text data is preprocessed and vectorized before
being fed into the classifier. The machine learning algorithm then predicts the class of
the given text. There are two main types of text classification:

5. BASIC BUILDING BLOCKS FOR TEXT CLASSIFICATION 15



Chapter 1 - Text-mining in medical health

1. Binary text classification: In this case, each document di in D, where D = d1, d2,
..., dn, is classified into one of two categories. For example, the categories could
be "politics text" and "medical text," or "negative" and "positive" in the case of
opinion classification.

2. Multi class text classification: In this case, each document di is classified into
one of several categories in C, where C represents the set of categories. The level
of the corresponding category for each document is represented by C.

The most commonly used statistical methods in text categorization are supervised
learning techniques. This type of method involves representing each document as a set
of variables generated through text vectorization tools. A model is built using examples
of text with known labels (such as the polarity or category of each text), and this model
is then used to assign the corresponding polarity/class to a new, unlabeled document.

These supervised learning techniques can be divided into two groups: traditional or
classical methods, and deep learning-based models [22]. The traditional classifiers used
in this field include the Naive Bayes classifier (NB) [23], Support Vector Machines (SVM)
[24], k-Nearest Neighbors (KNN) [25], Random Forest (RF) [26], Logistic Regression
(LR) [27], and Maximum Entropy (ME) [28]. On the other hand, deep learning methods
include Convolutional Neural Networks [6] (CNN) and Recurrent Neural Networks (RNN)
models [29]. Figure 5 shows the sentiment polarity classification process using traditional
machine learning methods.

Figure 5: sentiment polarity classification using machine learning

Text clustering can also be performed using an unsupervised machine learning ap-
proach, utilizing opinion lexicons and grammatical analysis [6]. In this case, the docu-
ments are not labeled and the clustering process doesn’t require supervised information
to categorize the text. After transforming the text into numerical vectors or matrices, an
unsupervised machine learning tool groups reviews with similar properties into a cluster.
These methods can be classified into two types: partition clustering, which divides the
database into non-overlapping subclusters, and hierarchical clustering, which involves the
hierarchical decomposition of the database [30].

In situations where a small amount of labeled data is available, and a large volume of
data is unlabeled, especially if the labeling is done manually, a semi-supervised machine
learning approach can be used. In this approach, the unlabeled examples are transformed
into labeled points for further analysis. The classifier trains on the small labeled dataset,
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and based on these values, it predicts the classes of the unlabeled dataset. These data
are then added to the training set until all the data is classified.

Classical machine learning techniques have been widely used in various text classifica-
tion studies in different domains. The performance of results depends on the classifier’s
capacity and the best representation of the data, which is influenced by the choice of
feature extraction method [31]. Creating an effective representation of the data requires
a high level of expertise in the domain. However, deep learning models have emerged
as a promising solution in the automatic extraction of complex semantic features of text
data without the need for a feature engineering step. These models have been widely
adopted by researchers to solve text-mining problems, including opinion classification,
text classification, and information extraction.

5.6 Deep learning methods for text classification

Recently, with advancements in technology, deep learning (DL) has become a widely
studied field in various areas, particularly in image and speech recognition and text mining.
DL techniques have particularly been effective in text classification tasks, where they play
a crucial role. Unlike traditional machine learning methods, which rely solely on text
vectorization techniques for feature extraction, deep learning techniques leverage multi-
layer approaches to extract features in the hidden layers of a neural network architecture,
resulting in improved performance and accuracy. Figure 6 illustrates opinion polarity
classification using deep learning methods. This section discusses various deep learning-
based text classification techniques, including Convolutional Neural Networks (CNNs)
and Recurrent Neural Networks (RNNs).

Figure 6: opinion polarity classification using deep learning approaches

5.6.1 Convolutional Neural Networks (CNN)

A convolutional neural network (CNN) is a type of feed-forward neural network that is
widely used in the field of deep learning, particularly in image processing. CNNs have
proven to be effective in sentiment analysis tasks as text data is treated as an image and
used as input for classification.

The CNN architecture consists of three main layers: the convolution layer, the pooling
layer, and the fully connected layer. The convolution layer extracts features from the
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input using multiple filters, the pooling layer reduces the dimensionality of the feature
maps by keeping a simple probability score that reflects the likelihood corresponding to a
label, and the fully connected layer uses back-propagation to make the final classification
decision.

The figure 7 shows the process of how an input integration matrix is processed by a
CNN consisting of three convolution layers and two pooling layers. The first convolution
layer uses 64 filters to extract different features, followed by a pooling layer to prevent
overfitting. The second and third convolution layers use 32 and 16 filters, respectively,
followed by another pooling layer. The final fully connected layer predicts the classes
by reducing the height vector of 16 to an output vector of one.

Figure 7: Convolutional Neural Network Algorithm.

5.6.2 Recurrent Neural Networks (RNN)

Recurrent Neural Networks (RNN) are a type of deep neural network designed for pro-
cessing sequential data. They are capable of capturing the correlation between current
and previous time steps by using a memory mechanism created by feedback loops within
the network. At each time step t, the RNN has a hidden state ht that represents the
state of the input processing system. The use of time t allows the network to convert the
input sequence into the final output sequence (eq. 1.5). RNNs have been widely used in
various NLP tasks, including sentiment analysis ( [6]).

ht = f(ht`1; Xt) (1.5)

With: ht`1: the output at t`1 and Xt: the current input at t. For each input Xt at time
t, a non-linear function f helps to predict the system status at time t using the status at
time t`1, f is meant as a linear transformation function added to a non-linear activation
function (eq. 1.6) which has the following form:

ht = tanh(W [ht`1; Xt] + b) (1.6)

With: W : represent the weight, b: the bias, tanh: the hyperbolic tangent activation
function and ht: the output. This type of network is necessary in solving time series tasks
such as speech recognition, natural language processing (NLP), machine translation,
video sequence processing.
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5.6.3 Long Short-Term-Memory (LSTM) and Bidirectional Long Short-Term-
Memory (Bi-LSTM)

Long-term memory (LSTM) is a popular type of recurrent neural network and is consid-
ered more effective than GRU for processing longer sequences. It was first introduced by
Hochreiter and Schmidhuber in 1997 [29]. LSTM extends the basic RNN architecture by
adding memory cells in the form of a collection of interconnected subarrays.

The LSTM architecture consists of four fundamental components: the input gate (it),
the output gate (ot), the forget gate (ft), and a memory cell that controls the memory
length and the write, read, and reset operations for the cell. Each gate is represented by
a sigmoid function.

For each sequence of input vectors (xt) at time t, the forget gate (ft) decides which
information from the previous output should be deleted by considering the current inputs
(xt) and the previous hidden state (ht`1). The input gate (it) decides which information
should be entered into the cell state (ct), and the output gate (ot) decides which part of
the cell state should be passed to the next hidden state. These three sigmoid functions
enable the memory cells to store, update, and access information from multiple training
examples. A visual representation of the LSTM architecture is shown in Figure 8.

Figure 8: LSTM Architecture presented by A. Graves [5]

Long Short-Term-Memory (LSTM) is a powerful technique for natural language pro-
cessing, particularly for sequential prediction tasks such as text analysis and classification.
It uses a special mechanism to selectively process its memory, deciding which parts of
the information to retain, forget, and update based on the memory vector and partial
output. This allows the network to learn from longer input sequences and mitigate the
risk of exploding gradients.

However, one limitation of the LSTM model is that it only has access to information
from the past, not the future. To address this issue, the Bidirectional LSTM (Bi-LSTM)
was introduced. This model uses information from both the past and future by connecting
hidden layers in opposite directions. The Bi-LSTM consists of two parallel LSTMs, each
processing information in one direction, and the results from each network are combined
to make the final prediction.
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5.6.4 Gated Recurrent Units (GRUs)

The Gated Recurrent Unit (GRU) is a simplified version of the Long Short-Term Memory
(LSTM) network, introduced in 2014 by [32]. It handles sequential data and is designed
to avoid the exploding gradient problem [6]. The GRU architecture consists of only two
gates, the update gate, which captures dependencies in the input sequence, and the reset
gate, which captures short-term dependencies. This reduced complexity compared to
LSTM leads to a smaller number of parameters and allows for an increase in the number
of hidden states, making the GRU better suited for handling large data sets, such as
sentiment analysis.

Figure 9: Gated recurrent cell architecture [6]

Figure 9 illustrates a simple architecture of the GRU cell, which has two gates. The
update gate uses a sigmoid layer (eq. 1.7) to determine which new information should
be added or dropped, by considering both the inputs xt and ht ` 1. The reset gate, on
the other hand, determines the amount of memory to be discarded, using a sigmoid layer
(eq. 1.8) and taking into account both the inputs xt and ht ` 1. The Tanh layer (eq.
1.9) computes the proposed –h<t>, while the final memory (eq. 1.10) is calculated by
evaluating what to keep from the current memory and previous steps.

`
(t)
u = ff(Wu[a<t`1>; x<t>] + bu) (1.7)

`
(t)
r = ff(Wr[a

<t`1>; x<t>] + br) (1.8)

–h<t> = tanh(x<t>Wh + (`
(t)
r )Wh + bh) (1.9)

h<t> = `
(t)
r :c

<t`1> + (1` `
(t)
r ):h<t> (1.10)

5.6.5 Attention model

In recent years, various modifications have been made to the basic recurrent neural network
structure, resulting in significant advancements in state-of-the-art performance. The
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attention mechanism, introduced by [33], has become particularly popular in natural
language processing tasks. This model uses a single hidden layer to determine the
importance of each hidden state, and it combines the input features into a weighted
sum. The attention mechanism operates using the encoder-decoder principle. Figure 10
illustrates a simple sequence-to-sequence model that employs the attention mechanism
in an automatic translation task. The model consists of a Bi-LSTM layer for encoding,
an LSTM layer for decoding, and a single attention layer between them. The feature
vectors a(t) from the encoding Bi-LSTM are transmitted to the attention mechanism,
which calculates the context vector c(t) as a weighted sum of the BLSTM features. The
context vector is then passed to the LSTM layer for decoding, and the feature vector is
computed using the softmax function.

Figure 10: Attention model [6]

5.6.6 Other Deep Neural Networks

Recent developments in deep neural networks have played a key role in a variety of
natural language processing tasks, such as sentiment analysis and text classification. One
such network is the transformer model, which expands upon the attention mechanism
models [30]. The transformer still uses the encoder-decoder principle along with the
attention mechanism, but is based on pre-trained contextualized representations, such as
BERT [20] and RoBERTa [34]. Another type of deep neural network is the Deep Belief
Network (DBN) [35], which is a multilayer model with directed and undirected edges.
Hybrid deep learning [36], which combines multiple deep learning techniques in a single
architecture, has also achieved remarkable results in several opinion mining tasks. For
example, combining RNNs (such as LSTMs [29]) with CNNs can take advantage of the
strengths of both models: RNNs can learn dependencies of long sequences, while CNNs
can extract relevant, high-level features. Another example of hybridization is combining
Probabilistic Neural Networks (PNN) and a two-layer Restricted Boltzmann Machine
(RBM) [37].
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6 Conclusion

In this chapter, we focus on text mining techniques for medical diagnostic support, specif-
ically text classification tools such as medical report classification and medical senti-
ment analysis. These automated methods can greatly aid medical professionals in their
decision-making processes, such as monitoring patients’ emotions towards their medi-
cations through drug monitoring or discovering new knowledge through the automated
classification of medical reports like autopsy reports. The aim of this chapter is to pro-
vide readers with a comprehensive understanding of medical text mining using machine
learning methods, in order to help them effectively apply these tools to real-world data.
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CHAPTER 2

Autopsy reports classification : study of mortality and causes
of death in Wilaya of Tlemcen

1 Introduction

In recent years, with the advancements in technology and artificial intelligence, bioin-
formatics researchers are highly interested in studying the actual needs of doctors by
collecting real medical data, such as medical images, medical reports, and numerical
data, to uncover hidden knowledge in this large volume of data, known as big data, as
well as correlations between these data.

One of the most widely studied population-based studies is the epidemiology of foren-
sic deaths in a given population, achieved through analyzing death certificates. These
certificates are forensic documents prepared by pathologists that contain external and
internal examinations of the deceased person’s body, as well as other information about
the person. The objective of these reports is to determine the primary cause of death
(CoD).

Forensic autopsy reports serve as a valuable source of information in criminal and civil
investigations, and analyzing multiple reports can provide timely warnings about disease
activity. However, this is only useful if the reports contain accurate and quantitative
data. Preparing an autopsy report can be challenging and time-consuming, with an
initial version ready in two to three days and a final report taking up to three months if
it’s complex. This can result in inconsistencies in the detection of CoD in a short time.

Recently, text-mining solutions have helped minimize time consumption, inconsisten-
cies, and irregularities. Text mining and artificial intelligence techniques have provided
the capability to automatically predict the cause of death from free-text medical autopsy
reports.

In this study, text classification techniques were used to predict the manner of death
(MoD) from free-text forensic autopsy reports in Wilaya of Tlemcen using traditional
and deep learning algorithms. Firstly, the basic concepts of forensic medicine are briefly
introduced, followed by the proposed work, which is divided into two parts: the first part
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involves data collection and organization, and the second part involves the application
of machine learning and deep learning algorithms for the classification of autopsy reports
using the proposed TF-IDF feature extraction method. The goal is to improve the
performance of autopsy report classification by finding the best classification model in
terms of accuracy and a combination of methods.

2 Forensic Medicine

Forensic medicine is a branch of medicine that serves as a convergence point between
medicine (health) and law (justice). It is carried out by forensic doctors and aims to
fulfill a social and legal need for discovering the truth. Unlike therapeutic or preventive
services, it does not provide a cure or prevention.

One of the primary questions in forensic medicine is how to differentiate between
natural death and violent death by conducting a clinical description of death and an
investigation into the mechanisms and causes leading to death, through autopsies of the
body of individuals who have died under unclear circumstances, to enlighten the judge.

Autopsies or post-mortem examinations make a significant contribution to health edu-
cation and enhance the quality of healthcare. During the autopsy examination, patholo-
gists examine the external and internal parts of the deceased body and gather information
about the organs. Additionally, pathologists gather information about the deceased’s per-
sonal details, injuries, histopathology reports, and medical history to distinguish between
different forms of death: natural or violent.

2.1 The forensic autopsy

The forensic or medico-legal autopsy is a critical component of the criminal justice system
and the medical community. Its main goal is to determine the cause of death (CoD) by
thoroughly examining the physical evidence present in the deceased person’s body. The
autopsy serves several important functions, including:

1. Establishing the medical cause of death: The autopsy provides detailed infor-
mation about the deceased person’s medical conditions, helping to determine the
cause of death and contributing to the improvement of medical practice.

2. Determining the form of death: The autopsy helps to categorize the form of
death as either a homicide, suicide, accidental, or natural death, which is critical for
the criminal justice system to pursue appropriate legal action.

3. Determining the date of death: The autopsy provides information about the esti-
mated time of death, which is crucial in criminal investigations and legal proceedings.

4. Identification of the deceased: In some cases, the deceased person may be uniden-
tified. The autopsy can provide important information that can assist with identifi-
cation, such as dental records, medical history, and physical characteristics.

5. Determining the method used in cases of violence: In the case of a violent death,
the autopsy helps to determine the instrument used by the aggressor, contributing
to the criminal investigation and prosecution of the perpetrator.
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Overall, the medico-legal autopsy serves as a vital tool in uncovering the truth behind
a person’s death and improving the functioning of both the medical and criminal justice
systems.

2.2 The medical autopsy

Scientific autopsies, also known as research autopsies, are performed with the aim of
advancing medical knowledge and improving patient care. They involve the removal of
organs for transplantation or for further study, and they provide families with a detailed
understanding of the cause of death. The comparison of clinical observations made during
the person’s lifetime with the findings of the autopsy helps to reveal any underlying
medical conditions or abnormalities that may have contributed to the person’s death.
The results of scientific autopsies can aid physicians in resolving medical problems and
improving patient care.

2.3 The causes of death

he death can be classified into various categories: death due to illness, death as a result
of an accident, suicide, and murder. These are grouped into two broad categories of cause
of death: natural and violent death.

2.3.1 Natural death

Natural death refers to the death caused by a physiological condition such as old age,
illness, or other natural causes. However, sometimes a seemingly healthy individual may
die suddenly, and in such cases, an autopsy is often the only way to determine the true
cause of death. In the forensic context, natural deaths are mainly caused by cardiac
issues, leading to sudden death, but it can also occur due to other causes, including:

• Nervous system-related causes: accounting for 27% of natural deaths, including
various hemorrhages, tumors, cancer, and aneurysm ruptures.

• Digestive causes: digestive hemorrhage and

• Respiratory diseases: accounting for 7% of natural deaths, including pneumonia,
bronchopneumonia, and pulmonary embolism. Additionally, death can occur due to
cancers and metabolic disorders such as diabetes.

2.3.2 Violent death

Violent death is defined as an unnatural death resulting from a deliberate external inter-
vention (physical or toxic, by a person, machine, or product) in circumstances that can be
criminal (homicide), accidental (a brutal external cause), or self-inflicted (suicide). The
diagnosis in this case is not always straightforward [4]. In the context of violent death,
the causes usually refer to an injury or wound.

A. Injuries: Injuries in the context of forensic medicine are classified based on the
nature of the cause, the location on the body, and the type of tissue affected. These
classifications help to understand the mechanism of injury and to determine if the injury
was inflicted by a criminal act or was accidental. The different types of injuries include:
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• Contusions: bruises or superficial injuries caused by blunt trauma,

• Dermabrasions: injuries caused by abrasion of the skin,

• Wounds: cuts, lacerations, stab wounds, and puncture wounds,

• Burns: injuries caused by thermal, chemical or electrical agents,

• Fractures: breaks in the bones caused by traumatic force.

The examination of the pattern, shape and location of the injury can provide valuable
information in the investigation of a violent death, such as the type of weapon used or
the position of the victim at the time of injury (see Figure 11).

Figure 11: Different types of Injuries

• Contusion :
is a type of injury in which the tissues are crushed by a forceful impact that does not
cause a break in the skin or surface of the organ, often caused by a strong punch
or intense pressure. This leads to a rupture of small blood vessels, resulting in the
formation of bruises or hematomas along with crushed cells.

Ecchymosis is a type of intramuscular and subcutaneous bleeding that doesn’t fade
under pressure. Over time, bruises change color and appearance, providing valuable
information to the forensic scientist in determining the approximate time of the injury
on the body.

• Dermabrasions :
also known as abrasions, excoriations, or scratches, which are important factors in
the description of the external body during an autopsy. During an autopsy, the med-
ical examiner will perform punctures at the site of bruises to look for underlying
hematomas.

Hematoma is the later stage of a bruise and refers to collections of encysted tissue
blood. It’s the intensity and repetition of the trauma that results in increased blood
flow, such as in a cerebral contusion.

• Wounds: is a disruption of the skin or mucous membranes caused by a mechanical
agent. It results in a bleeding from the escape of blood components and the flow
of blood outside the tissues. Wounds can be classified as follows:
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– Simple wound: characterized by no loss of tissue, clean and well-defined edges,
typically caused by sharp cutting instruments.

– Contused wound: characterized by bruised, ragged or irregular edges, caused by
blunt and sharp instruments.

– Complicated wound: characterized by additional factors, such as involvement
of deeper structures or infection.

• Burns : Extensive burns can lead to high mortality rates and potential severe and
long-lasting consequences. Burns can be classified into two types: thermal burns
and electrical burns.

Thermal Burns: In cases where burns cause death, it raises suspicions. Thermal
burns can be classified into five different depths:

– 1st Degree: Superficial burns, resulting in a visible redness on the skin.

– 2nd Degree Superficial: Blisters on the skin, destruction of the epidermis.

– 2nd Degree Deep: Destruction of the superficial layer of the epidermis.

– 3rd Degree: Total destruction of the epidermis and the dermis.

– Carbonization: A unique appearance of the body, often referred to as "boxer’s
posture" which includes flexion of the thighs on the pelvis and forearms on the
arms.

Electrical Burns: These burns occur at points of contact between the body and
an electrical conductor and also from sparks produced by an electric arc. Electrical
burns can be characterized by two types of lesions:

– Entry wound: small, round, pale yellow lesions with raised edges and a slightly
depressed center, hard to the touch and appears to be encrusted in the skin.

– Exit wound: more circumscribed, presenting as small necrotic or ulcerated areas
on the soles of the feet.

B. Toxic death Toxicology, the science of poisons, has been a long-standing specialty
in forensic medicine. In cases of suspected death by poisoning, the forensic scientist must
request a toxicological analysis and collect toxicological samples to obtain a compre-
hensive toxicological profile of the deceased.

In medicine, a poison is defined as a substance that temporarily or permanently dis-
rupts the vital functions of an organism, leading to death. Toxicology considers several
anatomo-clinical characteristics, including:

• Hepatic syndrome: sub-icterus and hepatic insufficiency.

• Toxic hepato-nephritis syndrome: digestive disorders, jaundice, oliguria or anuria.

• Ocular syndrome: helps in diagnosing three toxins: botulism, alcohol, atropine.

• Acute encephalopathy: characterized by delirious, convulsive, or comatose forms.

• Respiratory form: characterized by symptoms such as coughing, dyspnea, and pul-
monary edema.
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C. Mechanical asphyxias: (Asphyxia syndrome) It is the interruption of breathing
due to a mechanical obstruction of the airways. It presents with respiratory distress
caused by the blockage of air flow. The following are its types: suffocation, hanging,
strangulation, and drowning.

Necropsy Findings of Mechanical Asphyxia:

• External Examination: Blue discoloration of the face, lips, ear lobes, and extremities,
as well as subconjunctival hemorrhages, and sometimes hemorrhagic marks.

• Internal Examination: Air-filled foam in the trachea, larynx, bronchi, congested red
mucosa, and Tardieu spots (a characteristic appearance of the lungs).

3 Related works

In recent years, unstructured text classification has gained attention in the medical field
as a means to categorize clinical reports into predetermined categories [38]. One im-
portant area in need of classification is that of medical autopsy reports, which provide
valuable information about a deceased individual. Despite its importance, there is lim-
ited research on the classification of autopsy reports. Researchers have attempted to
tackle this challenge by exploring different approaches, including novel feature extrac-
tion methods and text classification techniques, in an effort to identify the most efficient
and accurate model.

Danso et al. [39] carried out a comparative study to evaluate the performance of
various text classification algorithms and text vectoring techniques in determining the
CoD from verbal autopsy reports. The results of their experiment showed that the SVM
decision model combined with inverse document frequency (IDF) and normalized IDF
(NTFiDF) for feature representation produced the best results in terms of accuracy and
speed.

Similarly, Yeow et al. [40] used case-based reasoning (CBR) in combination with a naive
Bayes classifier to determine the CoD from forensic autopsy reports, with an accuracy of
80%. However, the study was limited by two major factors: first, the researchers only
used a summary of the autopsy reports, instead of the full detailed reports, in the training
set; second, the work did not consider the issue of synonyms at the word level to extract
similar concepts from the core features.

Shahid et al. [41] developed an automatic text classification system for categoriz-
ing autopsy reports. In their comparative study, they evaluated different automatic text
classification (ATC) techniques by integrating feature extraction and feature reduction
methods. The results of their case study showed that feature reduction approaches im-
proved accuracy.

Mujtaba et al. [42] used various machine learning-based text classification methods to
determine the cause of death (CoD) from a dataset of complete forensic autopsy reports.
The researchers compared the performance of the different classifiers, using several fea-
ture extraction models, to find the most optimal representation. The results showed that
the best accuracy was 78%, with the SVM classifier outperforming the other algorithms.
In terms of feature representation, the unigram text vectorization model was found to
be more effective than the bigram and trigram models. However, this study had a low
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accuracy due to its reliance on traditional text classification algorithms to categorize au-
topsy reports. In comparison, contemporary studies tend to use deep learning approaches,
which have been found to produce more accurate results for clinical report classification.

Duarte et al. [43] introduced a deep neural model to code the ICD-10 text that de-
scribes causes of death. The model integrates word embeddings, recurrent units, and
neural attention for feature representation, and analyzes unstructured text descriptions
from death certificates, autopsy reports, and clinical bulletins. The results of the exper-
iments showed that the proposed model was highly accurate and outperformed simpler
baselines. The model achieved an accuracy of 89%, 81%, and 76% for ICD chapters,
blocks, and full codes, respectively. These results have important implications for public
health surveillance.

Esteban et al. [44] proposed a model for automatic determination of manner of death,
using transfer learning for text classification on low-resource, domain-specific data. The
dataset used in the study consisted of textual descriptions of injuries, demographic in-
formation, scene descriptions, and microscopy results found in autopsy reports. The
results of the experiments showed that the proposed model significantly improved the
classification performance compared to other algorithms such as AWD-LSTM (ASGD
Weight-Dropped LSTM) and QRNN (Quasi-Recurrent Neural Network).

Yan et al. [45] introduced an automatic classification model based on character inte-
gration to improve the classification of causes of death from VA narratives. The model
used distributed word vectors (Sentence2vec, GLoVE, and Word2vec) for feature extrac-
tion and combined these with character embedding methods (CNN and GRN) for the
classification task. The results showed that the proposed model significantly improved
the performance of determining causes of death.

In the literature, there have been numerous efforts to extract the cause of death
(CoD) from autopsy reports using both traditional machine learning and cutting-edge
deep learning techniques. The cited works all involve the use of machine learning and
text classification methods to determine causes of death (CoD) from various sources
such as forensic autopsy reports, death certificates, clinical bulletins, and VA narratives.
Some of these studies use classical text vectorization and supervised machine learning
algorithms for reports classification, while others employ transfer models and deep neural
algorithms for both text vectorization and classification. All the studies showed that the
use of machine learning and text classification methods can be useful for accurately de-
termining the causes of death. Although most of these frameworks deliver good results,
the best performance is contingent on the dataset used in the study. Thus, a comparative
study is required to determine the most suitable approach.

In this study, we aim to evaluate the impact of using classical machine learning meth-
ods and state-of-the-art deep learning algorithms, such as the convolutional neural net-
work (CNN) and the recurrent neural network, along with various NLP tools, to extract
the manner of death (MoD) from autopsy reports. Our objective is to find an efficient
and accurate model for the task.
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4 Proposed framework

This section presents the framework proposed for predicting the CoD from autopsy reports.
The complete procedure of this study is illustrated in Figure 12. The subsequent sections
delve into the details of each step.

Figure 12: Workflow process

4.1 Data collection

This study analyzed 200 autopsy reports gathered from the University Hospital of Tlem-
cen in Algeria, within the forensic medicine department. The reports were classified into
three Manner of Death (MoD) categories: natural death, violent death (penetrating,
suicide, homicide), and toxic death. The personal information of the deceased, such as
name, first name, and address, was removed from the reports, retaining only demographic
information, details about external and internal examinations of the body (including the
nervous, cardiovascular, respiratory, and digestive systems), and the conclusions about
the cause of death.

Figure 13: Distribution of manner of death.
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The collected dataset is in French and consist of 63 reports for natural death, 53
for toxic death, and 84 for violent death, as shown in Figure 13. Each type of manner
of death encompasses reports with multiple unique causes of death (CoD), resulting in
a collected dataset with 12 different causes of death across the three categories. The
distribution of these causes of death can be seen in Table 1.

Manner of Death (MoD) Cause of Death (CoD)

Natural

Death

Myocardial infarction

Decompensated cardiomyopathy

Cerebral palsy

Pulmonary neoplasia

Infectious myelopathy

Rupture of a cerebral aneurysm

Violent

Death

Head trauma

A vital hanging

Electrical burns

Thermal burns

Toxic Death

Acute lung edema

Asphyxia syndrome

Table 1: CoDs categorization

The Figure 14 represents the 5 most frequent causes of death in the dataset.

Figure 14: Top 5 causes of death.

4.2 Data preprocessing

In this step, the autopsy reports in Word format were first transformed into CVS format,
labeled by the manner of death, for further processing. Then, a data cleaning step
was carried out, including converting capital letters to lowercase, segmenting sentences
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into tokens using the tokenizer function, removing empty French words using the Spacy
library, and eliminating common sentences that may not be useful in the classification
task. Finally, the dataset was divided into two parts using the simple random sampling
(SRS) method with the help of the "train-test-split" function of the Sklearn Python
library.

4.3 Features extraction

In this phase, the textual data from the autopsy reports had to be transformed into
numerical vectors for further processing by machine learning and classification methods.
To accomplish this, we applied the statistical vectorization method of TF-IDF (term
frequency with inverse document frequency) to extract term-based features from the
autopsy reports.

The majority of the works cited in the literature have utilized unigram TF-IDF for
data vectorization, and the study by Mujtaba et al. [42] found this method to be effective
for extracting relevant features for CoD detection. Therefore, we chose to use unigram
TF-IDF in our study as well.

The result of the feature extraction phase was a main numerical feature vector where
each row represented an autopsy report and each column represented the values generated
by TF-IDF for each concept. This main feature vector was then used as input for the
text classifier.

4.4 Classification

In this study, the autopsy reports were categorized into three labels: natural death,
violent death, and toxic death. The TF-IDF feature representation was used to create
the main feature vector for each report, which served as the input for text classifiers to
predict the manner of death (MoD). A comparison was made between classical machine
learning methods and deep learning algorithms in this classification phase. The traditional
classifiers utilized in the study include: Support Vector Machine (SVM) [24], Random
Forest (RF) [26], Logistic Regression (LR) [27], Naive Bayes (NB) [23], eXtreme Gradient
Boosting (XGB) [46], and Multi-layer Perceptron (MLP) [47], for building predictive
models.

Support vector machine (SVM) : is an application of complexity theory developed
by Vapnik [24]. In [48], Joachims proposed SVM for text categorization. It is a supervised
machine learning method that has been applied effectively in text classification. They are
robust in high dimensional spaces; it is also strong when the data is sparse. In addition,
SVM has attained good results in the opinion mining domain.

Random forest (RF) : is an ensemble learning method for classification tasks. This
algorithm is a grouping of trees. It can be defined as a learning ensemble founded on
bagging of unpruned decision trees apprentices with a randomized selection of features
on each splits [26].

Logistic Regression (LR) : is a regression technique to predict a dichotomous reliant
on the variable. In creating the LR equation, the maximum-likelihood ratio was utilized
to find the statistical significance of the features [27].
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Multinomial Naive Bayes (MNB) : is a variation of the Naive Bayes intended to
resolve the text classification tasks. It uses multinomial distribution and is based on
the use of the number of occurrences of a word or the weight of the word as a feature
classification [23].

eXtreme Gradient Boosting (XGB) : is a supervised machine learning algorithm that
works with all types of dataset [46], it is one of the implementations of gradient boosting,
it produces a prediction model in the form of an ensemble of weak prediction models,
typically decision trees. XGBoost is used for regression and classification problems, it
uses a more normalized model formalization to control over-fitting which gives it better
performance.

Multi-layer perception (MLP) : is a neural network trained to the standard back-
propagation algorithm. It studies how to convert input data into the desired response,
they are extensively used for pattern classification [47].

In this study, we utilized deep learning algorithms, including Convolutional Neural
Network (CNN) [6] and three types of Recurrent Neural Networks (RNN): Long-Short-
Term Memory (LSTM), Bidirectional Long-Short-Term Memory (BLSTM) [5], and Gated
Recurrent Unit (GRU) [32]. To further improve the performance, we also explored the
hybridization of these networks. Through various experimentation and evaluation, we
were able to select the best deep learning architecture that provided optimal results.

Deep learning models : The autopsy reports are transformed into numerical repre-
sentations using the TF-IDF feature extraction method, which converts words (tokens)
into vectors. These resulting features are then fed into various deep learning algorithms
to predict the manner of death (MoD) of each report. The principle behind each model
is explained in detail in Chapter 1, Section 5. The next models we will build in this
study are the Bidirectional GRU (B-GRU) and the hybrid B-GRU/Convolutional Neural
Network (CNN) models.

BI-GRU Architecture : The Bi-GRU is a state-of-the-art Recurrent Neural Network,
similar to an LSTM. Unlike the LSTM, the Bi-GRU only uses the hidden state to transfer
information. This model considers two separate sequences, one processed from right to
left and the other in the reverse order. The parameters used in the proposed model are
detailed in Figure 15. The implementation of the model was done in Python using the
Tensorflow library.
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Figure 15: BI-GRU model parameters

BI-GRU /CNN Hybrid architecture : The Convolutional Neural Network (CNN) is
commonly used for image processing. However, text data has a temporal dimension,
meaning it contains rich contextual information that needs to be maintained throughout
processing, making it different from image data. While CNN can extract high-level fea-
tures, it may not be able to effectively analyze sequences. Traditional Recurrent Neural
Networks (RNNs) may face gradient disappearance or explosion when processing long
sequences. The Gated Recurrent Unit (GRU) is a better solution, but Bidirectional GRU
(B-GRU) is even more effective as it employs two RNN directions to better extract long-
term dependencies. The B-GRU structure is simpler and requires less time to converge
compared to traditional RNNs. By combining B-GRU with CNN, the ability to process
long sequences is improved, resulting in a highly accurate classifier. The parameters used
in the proposed hybrid model are shown in Figure 16.

Figure 16: BI-GRU /CNN model parameters

5 Results and Discussion

For the experiments conducted in this study, we utilized Python along with the NLTK
library for data preprocessing and the sklearn and keras libraries for feature extraction

5. RESULTS AND DISCUSSION 34



Chapter 2 - Autopsy reports classification : study of mortality and causes of death in Wilaya of
Tlemcen

and classification. The traditional classifiers were run using the default parameters with
a multi-class classification approach.

For the deep learning methods, we utilized various architectures of CNN and RNN
networks, with the parameters as specified in Table 2.

Table 2: parameters of deep learning algorithms
max-features max-words batch-size num-classes epochs activation function

13000 50 128 3 40 softmax

To evaluate the performance of each model, we utilized the Accuracy evaluation met-
ric with LIME (Local Interpretable Model-agnostic Explanations) [49] an explainability
technique used to understand and interpret the predictions of a black box model, such
as deep learning models. It is model-agnostic, meaning it can be applied to any machine
learning model, and its aim is to provide a human-readable explanation for individual
predictions. LIME does this by creating a simplified, local explanation of the model’s
predictions for a particular instance. This allows understanding of why the model made
the predictions it did, and can also help identify potential biases in the model’s behavior.

The accuracy formula is defined as:

Accuracy =
TP + TN

TP + FP + TN + FN

The performance results of traditional and deep learning algorithms are presented in
Tables 9 and 8 respectively.

Table 3: Performance results of traditional methods
Methods Representation Accuracy

XGBClassifier TF-IDF 0.9545
MLPClassifier TF-IDF 0.8181
RF Classifier TF-IDF 0.9090

MultinomialNB TF-IDF 0.6363
LogisticRegression TF-IDF 0.6818
SVM classifier TF-IDF 0.7727

From Table 9, it is evident that the combination of the TF-IDF feature representation
and the XGB classifier produces the best results, with an accuracy of 95.45%. The RF
classifier also performs well compared to the other traditional algorithms, however, the
NB and LR classifiers produce subpar results.

Table 4: Performance results of deep learning algorithms
Methods Representation Accuracy
GRU TF-IDF 89.39

Bi-GRU TF-IDF 93.94
LSTM TF-IDF 86.36
CNN TF-IDF 89.393

CNN/B-GRU TF-IDF 85.84
B-GRU/CNN TF-IDF 90.91
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The results in Table 8 indicate that the highest accuracy was achieved by the B-GRU
classifier with 90.90% and the GRU classifier with 89.39%. The CNN classifier also had a
good accuracy of 89.39%. However, the hybridation of CNN and GRU showed the lowest
accuracy of 84.84%.

Comparing the results of text vectorization using TF-IDF and the different classifica-
tion methods, it can be seen that the best performance was obtained by using TF-IDF
with the XGB classifier, with an accuracy of 95.45%. On the other hand, the results of
using TF-IDF with deep learning classifiers were not as good.

These findings suggest that the XGB classifier is a strong choice among supervised
machine learning algorithms for autopsy report classification. Additionally, deep learning
methods perform better when combined with embedding methods, rather than features
generated by classical methods. This is because the TF-IDF technique is considered a
powerful feature engineering method when used with shallow, lightweight text processing
models like XGB classifiers, whereas deep learning tools incorporate structural feature
learning through methods like word embeddings, avoiding the rigid and fragile approach
of feature engineering.

5.1 Explainability analysis

The use of machine learning models in the medical field can be challenging due to the
difficulty in interpreting their predictions, especially when dealing with high-dimensional
medical concepts. This can make it challenging for medical practitioners to understand
the underlying mechanics of the model and the potential pitfalls associated with it. In
order to find the right balance between a powerful model and an interpretable model,
LIME (Local Interpretable Model-agnostic Explanations) was used in this study.

LIME is a model-agnostic Explainability tool that can be applied to any machine
learning model. By manipulating the input data samples and observing the changes in
predictions, LIME aims to provide insights into how the model works. The technique
requires an interpretable representation of the input data that is understandable to hu-
mans. In this study, the TF-IDF vector was used to explain the predictions made by the
machine learning classifier, XGB, which achieved the best results.

LIME generates a list of explanations that reflect the contribution of each concept
word to the prediction of a data sample. This allows to determine which terms have the
most impact on the XGB prediction. An example of this is shown in Figures 17 and 18,
which present the probabilities of features towards two labels for a randomly selected
report in the test set (Document with idx=9). This document was labeled as "Natural"
and predicted as "Natural" by the model. The figures show the contribution of different
features towards the prediction of the two labels, "Natural" and "Violent.

Figure 17: Relevant concepts probabilities for class Natural.
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Figure 18: Relevant concepts probabilities for class Violent.

From Figures 17 and 18, it is evident that the document in question has the highest
explanation for the "Natural" label. The positive and negative signs in the explanation
refer to the contribution of the features to a particular label. For example, the word
"naturelle" is positively contributing to the "Natural" class, but negatively contributing
to the "Violent" class. Hence, by generating explanations for the top two classes,
"Natural" and "Toxic" are obtained as seen in Figure 19.

Figure 19: Top Two labels for the report

As shown in Figure 19, the word "naturelle" has the highest positive score for class
Natural in this report. The XGB model predicts the label of this document as Natural
with a probability of 94%. If the word "naturelle" were removed from the report, the
probability of the XGB model predicting label Natural would decrease from 94% to 46%
(94% - 48%). On the other hand, the word "naturelle" has a negative score for class
Toxic and the words "poumon" and "cardiaque" have a small positive score for the same
class. These words are related to acute lung edema, which is a significant cause of toxic
death.

6 Conclusion

Autopsy report classification using NLP and machine learning techniques plays a crucial
role in the medical field, as autopsy reports contain vital information about the cause
of death (CoD) that can aid doctors in improving their understanding of this area. Our
study consisted of two main parts: data collection and algorithm comparison. The data
collection phase involved collecting 200 autopsy reports from the CHU Tlemcen Forensic
Medicine department, which contained information about external and internal examina-
tions of the deceased, personal information, and corresponding labels for the manner of
death (natural, violent, or toxic).

6. CONCLUSION 37



Chapter 2 - Autopsy reports classification : study of mortality and causes of death in Wilaya of
Tlemcen

The second part of this study compared traditional machine learning and deep learning
algorithms for autopsy report classification, using the TF-IDF method for feature extrac-
tion and analyzing the performance of each algorithm when combined with this tool. Our
experiment results showed that the XGB classifier combined with TF-IDF performed best
in terms of accuracy, while deep learning methods performed poorly when combined with
TF-IDF. This can be attributed to the fact that TF-IDF is a form of feature engineering
that is most effective when used with shallow, lightweight text-processing models such
as traditional classifiers, whereas deep learning methods prefer structural feature learning
through word embedding methods.

To interpret the output of our approach, we used the evaluation metric LIME, which
is a great tool for making complex models interpretable. Our conclusion from this study
encourages us to continue our work by collecting more autopsy reports and using word
embedding methods for feature extraction in the future, with the aim of improving our
results.
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CHAPTER 3

Sentiment analysis from social networks for medical decision
support

1 Introduction

Since 2003, the evolution of the Web has been vast, due to the growing use of the Inter-
net [50]. Social media networks, blogs, and emotional websites generate a vast amount
of unstructured textual data in the form of emotions and opinions on various topics across
various domains, such as products, education, and health communities. These emotions
have a significant impact on end-users and are important for experts to understand the
strengths and weaknesses of products and to improve the quality of production. As a
result, public opinion will become increasingly important. In this context, the ability to
extract, capture, and analyze the feelings of the general public from large amounts of
unstructured textual data is of growing interest to data mining researchers. This task
requires an automated process known as sentiment analysis or opinion mining [6].

In recent years, Opinion Mining (OM) based on machine learning (ML) and deep
learning algorithms has become a powerful computational technique for solving complex
sentiment analysis tasks from different perspectives [51]. ML tools have been used to
process large amounts of free-text comments due to the inherent capabilities and hierar-
chy of machine learning and deep learning models.

The opinion mining process is performed at various granularities such as sentence,
document, and aspect-based levels. The automated process is based on basic building
blocks that include various traits considered to represent free text for sentiment analysis
and classification. In subsequent sections, we will discuss different levels of sentiments
and each trait, providing an overview of the basics and standard methods used in building
OM models.
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2 Sentiment Analysis in Medical health

Information search and retrieval involves processing information to answer a question or
solve a problem. In the medical domain, this activity is carried out with the aim of finding
practical information, treatment information, disease evolution information, or connecting
with other patients to gain new medical knowledge [52].

The health domain is a field that showcases the evolution of the information retrieval
process. With the growth of the internet, medical forums have seen a surge in health
communities, used by millions of users, many of whom are patients sharing their medical
problems and experiences with others facing similar situations.

Sentiment analysis has been applied in various medical domains such as clinical record
evaluation, drug control, and more recently, the COVID-19 pandemic. Researchers have
been interested in analyzing people’s feelings towards the pandemic to track its evolution
and its impact on the general population. A study by the Pew Internet and American
Life Project 1 showed that nearly 80% of internet user forums in the United States dis-
cuss medical topics, with 63% focusing on exploring information and knowledge about a
specific medical problem and 47% of internet users seeking effective medical treatment
or protocol by asking specific questions and seeking feedback from other patients [53].

It is important to understand the criteria used by patients to validate the medical in-
formation found in forums and to extract these valuable medical emotions. This has led
health and data mining researchers to be interested in these emotions in health forums
and to consider them as a criterion for evaluating search results on medical devices.

Medical sentiment analysis offers a unique perspective as it can highlight diagnostic
support systems and propose a new approach to improving the quality of medical devices.
In recent years, medical opinion analysis has become a vital topic in medical research,
focusing on extracting medical emotions from a vast amount of clinical narratives avail-
able on the web and medical social media sources [54].

There are different facets of medical opinions in medical forums that can be linked
to various entities and events in the medical domain (as shown in Figure 20 ). Patients’
sentiments can pertain to the following topics:

• Health status: This refers to patients’ opinions about how their health condition
has changed over a given period and the extent to which it affects their life. For
example, a change in medical condition could have a direct impact on the severity of
the disease and the patient’s circumstances. In this case, a patient’s primary concern
can carry significant weight in determining the health status.

• Treatment effects: This aspect of patients’ opinions in the medical context refers
to their views on a specific treatment as expressed in social media forums.

• Sentiment towards a drug: This refers to patients’ sentiments towards a particular
drug, such as their positive or negative reactions to its consumption. For example,
the outcome of medication could be positive, negative, or neutral.

1http://www.pewinternet.org/
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Figure 20: Facts of sentiment in health-care domain.

• Certainty of a diagnosis: When health professionals are uncertain about a patient’s
diagnosis, they seek opinions from other patients and health professionals. This
emotion about the certainty of a diagnosis greatly impacts the treatment protocol
decision. For example, if the diagnosis is uncertain, a final treatment decision can
be made; if not, further medical tests may be required.

• Opinion towards disease: For instance, the impact of COVID-19 on a patient’s life.
Analyzing public opinion on COVID-19 can help epidemiological experts understand
people’s reactions and monitor the spread of the virus.

Thus, the concept of medical opinion is complex, making it interesting for automatic
analysis. To achieve this, biomedical researchers have created domain-specific corpora
containing clinical texts, such as drug reviews and comments from medical blogs like
WebMD and DrugRating. They use machine learning and deep learning techniques to
build automatic sentiment extraction processes from these corpora, contributing to the
development of an effective healthcare system.

3 Opinion mining categorization and levels

The aim of Opinion Mining (OM) is to detect, identify, and classify sentiments expressed
in user-generated reviews on social media or product reviews as positive, negative, or
neutral. There has been some debate in the literature about the difference between
sentiment and opinion, leading to confusion about whether the field should be referred
to as Sentiment Analysis or Opinion Mining.

Merriam-Webster’s Collegiate Dictionary defines a feeling or sentiment as an attitude,
thought, or judgment fostered by a sensation, and opinion as a view, judgment, or eval-
uation formed in the mind about a particular subject [55]. The distinction between the
two is subtle and each contains elements of the other.

3.1 Sentiment categorization

In sentiment analysis, sentences written in natural language can be classified as objective
or subjective. When a sentence is objective, no further classification is required. When
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a sentence is subjective, its polarity (positive, negative, or neutral) must be estimated
through a process called Polarity Classification (as shown in Figure 21). Fine-grained
sentiment analysis may further categorize polarity into very positive, positive, neutral,
negative, and very negative, with each category mapped to an evaluation score such as 5
stars for "very positive" and 1 star for "very negative". The polarity scores assigned to
individual sentences are then aggregated to give a global score for multiple sentences.

Figure 21: Workflow of sentiment analysis process.

3.2 Sentiment levels

The application of sentiment analysis begins with defining the text that will be analyzed in
a study. Sentiment mining can be performed at three levels of granularity [56]: document
level, sentence level, and aspect-based level.

Document level: This level characterizes the polarity of a complete text, such as a
document or paragraph, assuming that the text expresses a single opinion about a single
entity. The model is usually modeled as a binary classification problem, for example,
to determine if a product review is positive or negative, or as a regression problem, for
example, to assign a rating score from 1-5 stars to a story review.

Sentence level: This level determines the polarity of each sentence in a text, assuming
that each sentence expresses a single opinion about a single entity. The sentiment
analysis process first identifies whether a sentence is subjective or objective, then, in case
of a subjective sentence, uses polarity classification to determine whether it expresses a
positive, negative, or neutral emotion.

Aspect-based sentiment analysis: This level performs a more detailed and refined
analysis by examining the sentiment for each aspect of a text. The process involves
identifying the aspect terms in the text, determining their polarity, and detecting their
categories. For example, a sentence such as "The iPhone is very good, but still needs
work on battery life and safety issues," would evaluate three aspects - iPhone (positive),
battery life (negative), and security (negative).

3.3 Sentiment analysis Approaches

In the literature, there are several methods and algorithms for implementing sentiment
analysis systems, which can be broadly categorized into three groups:
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• Automatic approach: The automatic approach is based on machine learning tech-
niques. In this approach, the task of sentiment analysis is typically modeled as a
classification problem, in which a machine learning classifier is fed with text and
returns the corresponding sentiment category, such as positive, negative, or neutral
in the case of polarity analysis (as shown in Figure 22).

Figure 22: Workflow of automatic approach.

• Rule-based approach: The rule-based approach, also known as the lexicon ap-
proach, uses a set of rules defined in a programming language (script) to identify
the subjectivity, polarity, or subject of an opinion. This approach can utilize vari-
ous inputs, including classical NLP techniques like tokenization, POS-tagging, and
chunking, or a sentiment dictionary containing opinion words to match with the data
to determine its polarity. See Figure 23.

Figure 23: Workflow of Rule-based approach.

• Hybrid approach : combines the strengths of both rule-based and automatic
approaches to achieve improved accuracy in sentiment analysis. By leveraging the
rule-based approach’s ability to capture patterns and relationships and the automatic
approach’s ability to learn from data, hybrid methods offer a promising solution for
sentiment analysis.

4 Aim of study

The sentiment in medical texts reflects a patient’s health status, as captured by obser-
vations and objective information about their medical conditions and treatments. The
extraction of this sentiment from medical texts has numerous applications in the medi-
cal field and can provide valuable information for clinical decision-making. To address
the diversity and importance of medical sentiment analysis, a comprehensive approach is
required.
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Text mining and machine learning techniques have been instrumental in developing
robust models for sentiment analysis in medical texts. Research in this field has covered
medical social media and biomedical literature, utilizing deep learning methods. In our
study, we focus on sentiment analysis in medical texts using NLP and machine learning
approaches. Our goal is to demonstrate the effectiveness of these methods in sentiment
analysis.

To that end, we have two main objectives :

• First, we aim to highlight the value of NLP and machine learning in processing
opinions and feedback about drugs from medical forums. This can improve the
quality of drugs and provide insight into their effects and effectiveness, which can
benefit both patients and doctors.

• Second, we analyze public sentiment towards the COVID-19 pandemic to understand
public reactions and aid epidemiologists in monitoring the spread of the virus. Our
work proposes models for sentiment analysis on COVID-19-related tweets using
traditional and advanced deep learning techniques and introduces a new hybrid model
based on CNN and RNN for sentiment analysis.See Figure 24.

Figure 24: schema desriptive of the two contributions
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5 Drug monitoring: Analysis of machine learning and
deep learning frameworks for opinion mining on drug
reviews

Abstract

The extraction of emotions from medical social media, such as medical forums discussing
patients’ treatments, is a significant challenge. Opinion mining (OM) of these sources
provides insight into the behaviors of both doctors and patients, attracting widespread
attention globally. The goal is to improve healthcare services and drug production
efficiency through a better understanding of patients’ health status and treatment feed-
back. This study seeks to develop an effective model for analyzing patients’ drug-related
emotions through the use of machine learning and deep learning methods. Traditional
feature extraction techniques (BOW, TF-IDF) and word integration methods (Word2vec,
GloVe) are applied alongside advanced machine learning methods such as convolutional
neural networks (CNN), long-term memory (LSTM) and bidirectional long-term memory
(BLSTM) recurrent neural networks. The best model was found to be a CNN combined
with the Skip-gram model. The results show that the performance of a model is depen-
dent on not only the algorithm efficiency but also the dataset type, feature extraction
method, and collaboration between the classifiers and feature extraction methods. This
section provides an in-depth presentation of this work, including a medical background,
a review of related studies, a description of the methods used, experimental results, and
a discussion of these results. The results of this study were published in the Oxford -
Computer Journal and an extended results was presented at the International Conference
on Intelligent Systems and Pattern Recognition (ISPR ’20) in October 16 - 18, 2020,
Tunisia, grabbing the Best Paper Award.

5.1 Context of the study

Communication through social networks has become a huge part of daily life, where users
express their honest opinions on various topics from different domains. These emotions
are crucial in decision-making, and researchers in text-mining and data-mining have taken
a great interest in utilizing this source of subjective information by using NLP tools and
machine learning methods [57]. However, not much work has been done in the field of
health to explore opinions on medicine and healthcare [58].

On the other hand, online review sites have a significant impact on patient communica-
tion. Patients share their experiences and interact with other patients in social networks,
influencing their beliefs and decisions. It is important for health professionals, such as
doctors, pharmacists, and medical equipment manufacturers, and patients to know patient
opinions and stories through their reviews to gain new insights to make better decisions.

The opinions of patients towards adverse drug reactions are a critical public health
issue. The goal of pharmacovigilance is to analyze these opinions, explain them, and
implement measures to prevent adverse drug reactions. The pharmaceutical industry
must also take these opinions into account to improve the quality of medicines.

With the advent of new technology, the doctor-patient relationship has changed, giv-
ing patients the ability to report adverse reactions directly on health authority websites.
Patients look for information online and share their experiences, especially about pre-
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scribed medicines and adverse reactions. Some patients may not be able to communicate
easily with their doctors about the effects of these medicines, but they can express their
emotions on social networks by interacting with other patients. This creates an important
source of data for pharmacovigilance that has yet to be exploited.

Therefore, data mining researchers are focusing their work on extracting emotions from
drug reviews using NLP methods and machine learning tools to develop an automated
opinion mining model that can help doctors and patients minimize the effects of drugs.
However, it is challenging to analyze complex textual data and find an efficient model
that works for all types of data.

Deep learning techniques, such as word embedding tools and convolutional neural
networks for classification, have made it easier to build computational and efficient models
that maintain the reliability and accuracy of opinion data without the need for manual
feature selection. Advanced techniques such as long-term short-term memory (LSTM)
and bidirectional long-term short-term memory (BLSTM) are also effective for sentiment
analysis by considering opinion extraction as a sequence problem.

In the fields of NLP and data mining, it is challenging to find an effective emotion
extraction model from unstructured databases. The best framework for sentiment analysis
of drug reviews depends on not only the capability of the chosen techniques, but also
the integration of all NLP and ML methods in the process, and the type, size, and
preprocessing of the data.

In this work, we propose a comparative study between traditional and deep learning
techniques for opinion extraction in drug reviews. The study includes pre-processing the
textual data to keep only relevant concepts, feature extraction using classical tools and
embedding methods, and classifying opinions using various algorithms. The results and
analysis of the experiment are reported, followed by the discussion and conclusions.

5.2 Related Works

Initial research in sentiment-based classification was partially knowledge-based, with some
works focusing on classifying the semantic orientation of individual words using linguistic
heuristics [59–61]. Subsequently, several methods were introduced in the literature to
analyze opinions from online reviews (e.g., blogs, forums, commercial websites) based
on semantic orientation (SO) and machine learning (ML) approaches [62].

Sentiment analysis using machine learning algorithms has received considerable re-
search attention, as it enables fast processing of large amounts of unstructured comment
data [51]. The majority of this work focuses on classical supervised machine learning
algorithms for extracting and classifying opinions from reviews [63–65]. For example, in
the work of [66], the researchers used the unigram text vectorization method with the
TF-IDF count vectorization technique for feature extraction from a Twitter dataset and
then applied Support Vector Machines (SVM), Naive Bayes (NB), and K-nearest neighbors
(K-nn) algorithms in the classification phase.

Deep learning (DL) has also shown effectiveness in opinion mining, with its architecture-
based algorithms allowing for fast processing and improved performance on large amounts
of free text data [6, 57]. This approach has been widely studied in the context of social
networking and web text data, with most studies relying on deep learning tools to con-
struct features from text using word embedding algorithms such as Word2vec, and then
classify them using convolutional neural networks or recurrent neural networks [67].
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Irsoy and Cardie [68] applied deep recurrent neural networks (DRNNs) to analyze
emotional expressions in critics. The results of the experiments showed that DRNNs per-
formed better than conditional random fields (CRFs), which were constructed by stacking
Elman-like RNNs. Each layer utilized the memory sequence of the previous layer as an
input and calculated its memory representation.

Soujanya et al. [69] employed a 7-layer deep convolutional neural network (DCN) to
extract specific aspects of a product from the emotional text and classify each aspect of
the opinion sentence. The proposed method yielded better results in terms of accuracy
compared to other techniques used.

In the field of medical health, sentiment analysis has been widely studied to analyze
emotions related to various entities and events. The aim of medical sentiment analysis
is to extract patients’ emotions from medical documents [58]. Most of the studies in
this field apply deep learning algorithms [70] for emotion analysis and make use of word
embedding tools such as word2vec and glove [71] [4] to extract and represent the feature
vector of medical concepts. Drug monitoring is a crucial area where sentiment analysis
of drug reviews can provide valuable insights into the side effects of medical treatments
for both health professionals and patients. However, there is limited work in this field
using both traditional machine learning methods and deep learning techniques [54].

The researchers Uysal et al. [72] proposed a comparative study of six textual fea-
ture selection techniques for extracting features from drug reviews. They then used two
classical classifiers, Support Vector Machines (SVM) and Naïve Bayes (NB), in the clas-
sification step. The results demonstrate the effectiveness of feature selection tools in
the opinion mining process, with the Improved Complete Measurement Feature Selection
(ICMFS) technique performing better than the other methods.

Another study by Tianhua et al. [73] focuses on the application of fuzzy rough feature
selection for automatic sentiment analysis of drug reviews to reduce noisy data in the
process. The researchers apply the TF-IDF method for feature extraction and use four
popular supervised algorithms for sentiment classification.

Shweta et al. [74] developed a deep Convolutional Neural Network (CNN) to ana-
lyze patients’ opinions regarding their health status, medical condition, medication, and
treatment. They collected these opinions by scraping the medical forum website ’pa-
tient.info.’ In another study, Leaman et al. [75] investigated a large dataset from online
health-related websites to uncover correlations between medical treatments and their side
effects.

Gopalakrishnan et al. [76] used a neural network approach to examine emotions and
assess the performance of classification algorithms on reviews of two different medica-
tions. The results of the experiment indicate that the neural network-based approach
outperforms the statistical approach in terms of precision, recall, and F-score.

Liu et al. [77] proposed a Convolutional Neural Network (CNN) architecture for ex-
tracting Drug-Drug Interactions (DDIs). The model first takes a DDI instance generated
by word embedding as input, then feeds it into a convolutional layer for feature extrac-

5. DRUG MONITORING: ANALYSIS OF MACHINE LEARNING AND DEEP LEARNING FRAMEWORKS FOR OPINION MINING ON DRUG REVIEWS 47



CHAPTER 3. SENTIMENT ANALYSIS FROM SOCIAL NETWORKS FOR MEDICAL
DECISION SUPPORT

tion using filters of different sizes. The pooling layer then generates feature vectors, and
finally, a fully connected SoftMax layer classifies the DDI type.

Sisi and Ickjai [78] conducted a comparative study of sentiment analysis on drug review
datasets using medical word integration and sequence representation techniques. They
evaluated and compared the results of sentiment classification using word embedding
tools such as Word2vec and GloVe with a CNN model, as well as several sentiment
lexicon-based vector representation methods with various machine learning algorithms.
The experiments showed the effectiveness of word embedding methods in sentiment clas-
sification for drug reviews.

Liu et al. [77] proposed a CNN architecture for extracting drug interactions (DDIs) by
utilizing word embedding. The input is first transformed into a DDI instance, then fed
into a convolutional layer for feature extraction, followed by a pooling layer to generate
feature vectors. Finally, a fully connected SoftMax layer is used to classify the DDI type.

In another study, Sisi and Ickjai [78] conducted a comparative analysis of sentiment
analysis techniques for drug review datasets, using medical word integration and sequence
representation techniques. The researchers evaluated and compared the performance of
the Word2vec and GloVe word embedding tools with a CNN model and several sentiment
lexicon-based vector representation methods with different machine learning algorithms.
The results indicated that word embedding methods were effective for sentiment classi-
fication in drug reviews.

Ru et al. [79] proposed deep neural network models including CNN, LSTM, and
CLSTM (Convolutional Long Short-term Memory network) for extracting drug serendipity
usage from social media data. The challenge was to use contextual information obtained
from patients’ comments on medicines, medical anthologies, and medical knowledge.
The results of the experiment with the different models showed that the combination of
deep neural networks and word integration techniques is an advantageous area for further
research.

Min et al. [80] proposed a combination of a CNN model and a bi-directional long-
term memory (Bi-LSTM) for classifying adverse drug reactions (ADRs). The proposed
model outperformed other deep learning (DL) architectures in terms of accuracy. Co-
cos et al. [81] considered text as a sequence of words and labeled the input words with
ADR membership using a recurrent neural network (RNN) model. Three different ar-
chitectures, BiLSTM-M1, BiLSTM-M2, and BiLSTM-M3, were used, each incorporating
pre-processed embedded words from a large, non-domain-specific Twitter dataset. The
proposed RNN model demonstrated its ability to address the limitations of CNN in se-
quential modeling of text across sentences.

Kadam et al. [82] developed a hybrid RNN stacked with a bi-directional LSTM model
for a drug recommendation system that recommends drugs based on reviews from users.

In the field of NLP and machine learning, various studies have been conducted for ex-
tracting opinions from drug reviews. Most of these studies focus on adverse drug reaction
reviews and employ traditional text vectorization and supervised machine learning tech-
niques for opinion classification. Others utilize convolutional neural networks (CNNs) for
both text vectorization and opinion classification.

More recent research is exploring the use of recurrent neural networks for this task, and
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many studies have reported promising results. This study aims to investigate the impact
of applying classical machine learning methods and popular deep learning algorithms,
such as CNNs and recurrent neural networks, along with various NLP tools, on opinion
extraction from drug reviews. The goal is to find an efficient and accurate framework
for opinion mining from the social web in the field of drug monitoring. In the following
section, more details on the proposed methods will be presented, followed by a discussion
of the results obtained using four evaluation measures.

5.2.1 Proposed Approach

This study aims to analyze and compare the most efficient models of NLP and machine
learning tools for sentiment analysis in drug reviews. In this framework, we propose
a comparative study between the most efficient NLP and machine learning tools for
sentiment analysis in drug reviews. The proposed process is divided into four steps as
shown in Figure25.

Figure 25: Diagram representing the overall operating process for opinion mining in
drugsreviews

• Data Exploration and Preprocessing

• Unsupervised Sentiment Analysis using the Vader Algorithm

• Text Vectorization using Classical and Embedded Feature Extraction Methods

• Comparative Study between Machine Learning and Deep Learning Networks for Sen-
timent Analysis

5.3 Data Pre-processing

The data preprocessing step is crucial for the overall outcome of the study. It ensures
that the data used in the subsequent steps is clean and ready for analysis. The chosen
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preprocessing methods depend on the dataset used. In this study, the Drug.lib dataset [83]
is used, which contains redundant words that could lead to incorrect analysis. Therefore,
these words must be removed. The data also contains words that are contextually similar,
such as "improve," "improvement," and "improved" or "take," "taking," and "taken."
To address this issue, each review in the data is first converted to lower-case, and then
tokenization [84], stop-word removal, and stemming are carried out. These steps are
detailed in the first chapter of the study.

5.4 Sentiment Analysis

The main objective of this phase is to comprehend patients’ emotions regarding their
medication from social media by using rule-based and lexical methods to generate com-
pound feelings’ polarity scores from patient reviews. These opinion polarity scores are
then grouped into three categories (positive, negative, and neutral). In this study, two
sentiment analysis libraries, TextBlob [85] and Vader Sentiment [86], are used to analyze
opinions and extract sentiments. The polarity labels generated by the Vader algorithm
are chosen for the next steps, as it can analyze more factors such as exclamation marks
and emotions, and these punctuation marks are included in the computation of polarity
scores.

5.5 Feature Modules

In this study, six text vectorization techniques were utilized: Bag of Words, N-grams, Term
Frequency-Inverse Document Frequency (TF-IDF), Word2vec, and GloVe, which were
detailed in Chapter 1. These methods were applied to generate vector representations
from the dataset.

5.6 Predictive Modeling

5.6.1 Deep learning models

CNN: The architecture of the CNN used in this work is depicted in Figure 27. The input
reviews are transformed into small-scale representations known as word embeddings or
terms through a feature extraction process. These word features are then fed into the
convolution layer. The convolution layer computes the weighted sum of two words at a
time as a filter slides over a sentence and generates a per-element product. The results
from the convolution layer are then pooled to a representative number and passed into
a fully-connected layer for classification.

In the convolution step, the comments are arranged in a matrix, with each row repre-
senting a word or word embedding. This layer scans the reviews like an image, decomposes
the image into elements, and judges which element fits or does not fit the label. We
used three Conv1D convolutional layers in this work, with 512 filters for the first two
layers and 256 filters for the last one, as shown in Figure 2.

In the pooling step, the sum of the products generated by the convolution layer is the
actual textual feature. This layer reduces the dimensionality of the word features and
only retains a simple probability score that reflects the likelihood of the label. We also
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used a dropout rate of 0.2 to reduce overfitting and computational cost.

In the fully-connected layer, the scores are used as inputs, and a back-propagation
process is applied to determine the most accurate weights. Each neuron in the layer
receives weights that prioritize the most appropriate class (positive, negative, or neutral
sentiment). The neurons then "vote" on each of the labels, and the winning vote becomes
the final classification decision. We used 256 and 512 neurons with ReLU activation in
the fully-connected layer to add non-linearity to the network.

(LSTM) and (BLSTM): In this work, we utilized Recurrent Neural Networks (RNNs)
to identify concepts related to positive, negative, and neutral emotions in long user
reviews, as the semantic meaning of a term can be influenced by the words before and
after it. We employed two types of RNNs: Long Short-Term Memory (LSTM) [87] and
Bidirectional LSTM.

LSTM is a promising method in natural language processing and sequential prediction
tasks due to its ability to handle arbitrary spatiotemporal dimensions. It reads the entire
sentence from beginning to end, incrementally updating its understanding of the sentiment
after each step by considering both its memory and partial output.

For our study, we utilized the LSTM architecture to analyze the sentiment of a single
review by treating it as a sequence of 7484 unique tokens learned during the convolution
operation. We employed One-Directional LSTM and Bidirectional LSTM networks, along
with a SpatialDropout1D, two dropout layers, and three fully connected layers with a
softmax activation function.

The first layer is the Embedding layer, which converts tokens into embeddings with a
size of 200. The LSTM layer consists of three LSTM layers with 256 hidden units each.
The Dropout layer helps prevent overfitting by randomly and periodically removing some
of the network’s neurons and their connections. Finally, three fully connected layers are
added to map the LSTM output to the desired output size of three, provided by the
softmax activation function.

5.6.2 Machine learning Models

For comparison with the deep learning models, we used six supervised machine learning
algorithms selected from the literature to build predictive models. All the features were
generated through text vectorization methods. The selected classification algorithms in-
clude Support Vector Machine (SVM) [24], Random Forest (RF) [26], Logistic Regression
(LR) [27], Naive Bayes (NB) [23], eXtreme Gradient Boosting (XGB)

5.6.3 Data description

The study utilized a dataset from the well-known UCI machine learning repository [83].
The dataset was the drug review dataset, which comprised of 4132 patient reviews on
specific drugs along with their associated conditions and a 10-star rating system indicating
overall patient satisfaction. The data was collected by crawling online pharmaceutical
review sites. The sentiment polarity was determined using the Vader sentiment function,
resulting in three labels: positive, neutral, and negative.
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Bigram TF-IDF TF-IDF BOW
Accuracy F-score Accuracy F-score Accuracy F-score

SVM 0.8070 0.81 0.8288 0.83 0.8531 0.85
RF 0.5339 0.45 0.5728 0.51 0.5691 0.51
LR 0.7439 0.74 0.7682 0.77 0.8240 0.82
MNB 0.6893 0.69 0.7075 0.71 0.6771 0.68
XGB 0.8216 0.82 0.8313 0.83 0.8398 0.84
MLP 0.7572 0.76 0.7936 0.79 0.8410 0.84
CNN 0.7607 0.76 0.7794 0.78 0.7383 0.74

Table 5: Performance results using classical methods

CBOW GloVe Skip gram
Accuracy F-score Accuracy F-score Accuracy F-score

SVM 0.8218 0.74 0.4280 0.39 0.8209 0.74
RF 0.8218 0.74 0.5163 0.50 0.8227 0.74
LR 0.8218 0.74 0.4957 0.47 0.8218 0.74
MNB 0.4917 0.55 0.4316 0.35 0.4840 0.54
XGB 0.8180 0.75 0.5453 0.54 0.81897 0.76
MLP 0.8209 0.74 0.5230 0.47 0.8180 0.75
CNN 0.8219 0.82 0.8343 0.83 0.8595 0.86

Table 6: Performance results using word embeddings methods

5.7 Results

The implementation was on the open-source framework TensorFlow and Sklearn running
on Python 3.6.4 environment. For all experiments, the Accuracy and F-Score metrics are
applied to assess the performance.

Accuracy =
TP + TN

TP + FP + TN + FN

F ` score = 2
Precision : Recall

Precision+ Recall

Precision =
TP

TP + FP
; Recall =

TP

TP + FN

With: TP : True Positive; TN: True Negative; FP : False Positive; FN: False Negative.

The following tables (Table 5, 8 and 9) display the performance results obtained
through the use of different classifiers and feature extraction techniques. According to
Table 5, the SVM classifier outperforms other supervised classifiers and CNNs in terms
of accuracy and F-score across all three feature extraction techniques. The MLP and
XGB classifiers also deliver satisfactory results.

For feature extraction, the bag of words (BOW) method was the most effective for the
drug reviews dataset, as the sentences were short and the BOW method is well-suited
for small datasets. The best results were achieved through the combination of the BOW
and SVM classifiers, which produced an accuracy of 85.31% and an F-score of 85%. For
text vectorization methods and the CNN classifier, the best performance was achieved
using the TF-IDF method with an accuracy of 79.94% and an F-score of 78%. These
results suggest that the combination of the bag of words and SVM improves classification
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performance, making it a good choice for opinion mining tasks on small textual datasets.

Afterward, we evaluated the effectiveness of different embedding methods for the fea-
ture extraction step when using different classifiers. The results are presented in Table 8,
which shows that the CNN classifier performed better than the other classifiers. Among
the feature extraction techniques, both Word2vec models performed better than GloVe,
which produced low accuracy when using supervised classifiers.

The results from Table 5 and 8 also reveal that the CNN classifier performs well
when using embedding methods as inputs, rather than features generated by classical
methods. This can be attributed to the fact that classical methods involve feature en-
gineering, which results in a loss of sentence structure by treating tokens as a set rather
than a sequence. Although this tokenization approach is powerful when using shallow and
lightweight text-processing models like SVM and MLP classifiers, deep learning avoids
this rigid and fragile approach, instead opting for structural feature learning through word
embedding techniques [12]. These techniques map human language into geometric space,
with the relationships between word vectors reflecting semantic relationships between the
words.

Word embedding techniques also have several advantages over classical methods. Em-
bedding vectors can be loaded from a highly structured embedding space, which captures
the generic aspects of language structure, and the vectors are dense, low-dimensional,
and learned from data, allowing for more information to be contained in fewer dimen-
sions. On the other hand, vectors generated by classical methods are high-dimensional
and scattered, with the same dimensionality as the number of words in the corpus. The
findings of Ru et al. [79] also support these results, as they concluded that deep neural
models performed better with word embedding techniques than with n-grams and con-
textual information.

It should be noted that the use of pre-trained word embeddings in NLP with CNN
is similar to image classification, where the availability of data is crucial for learning
effective features. The difference lies in the type of features learned, which are generic
visual features in image classification and semantic features in NLP.

The highest performance was achieved by combining the skip-gram model and CNN,
resulting in an accuracy of 85.95% and an F-score of 86%. Meanwhile, using the GloVe
method produced a satisfactory result of 83.43%. These results highlight the suitability
of deep learning methods for drug review opinion mining tasks. The simple CNN archi-
tecture used by WE was able to achieve optimal accuracy, demonstrating their ability to
handle more advanced features compared to traditional machine learning techniques.

The LSTM and BLSTM recurrent neural networks are evaluated for drug review clas-
sification without feature extraction. The results of these algorithms can be seen in Table
9. The BLSTM outperforms the LSTM, as compared to the results achieved by the CNN
and the skip-gram model. The performance of the CNN shows that the convolution layer
can effectively represent the content and extract informative features when combined with
the skip-gram word embedding. On the other hand, the LSTM vectorization transforms
text into a sequence of integers or a vector to extract key words. The word2vec method
produces the best representation of features, allowing for the acquisition of richer, more
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Model Accuracy(%) F-score(%)
LSTM 0.8174 0.80
BLSTM 0.8296 0.83

Skipgram/CNN 0.8595 0.86

Table 7: Performance results using LSTM and BLSTM

complex, and more important features. However, the memory principle of LSTM has lim-
itations as the input information about the features cannot be obtained from the current
state of the dataset.

Furthermore, the performance of a sentiment analysis model depends not only on the
task, but also on the type of textual dataset being used, according to Liu [77]. In this
case, the dataset consists of reviews with relatively short sentences. As a result, word
predictions can be made based on a limited context around concepts. For this reason,
it is more likely that the CNN model based on Skip-gram will perform better for review
classification rather than the LSTM model. The ability of CNN to effectively capture
the characteristics of short sentences makes it a suitable choice, while the advantages of
LSTM in handling longer sentences are not relevant in this scenario. This is also why
the Bag of Words approach, which also supports small datasets, yields good results

6 Conclusion

Opinion mining based on machine learning is a fascinating and demanding field in liter-
ature. However, there are limited studies in the healthcare domain, particularly in the
field of drug monitoring. Despite the fact that patient feedback on drugs, as stated by
doctors and medical staff, improves their use and facilitates critical medical decisions.
Hence, we present a framework for classifying opinions of drug reviews as a solution to
this issue.

Our study aims to determine the best model for analyzing patient’s perspectives on
drug reviews to gain a better understanding of their overall opinions. In this context,
we conducted a comparative study between different machine learning and deep learning
methods cited in literature using well-known text vectorization techniques for exploring
opinions about drugs. The results show that the combination of the skip-gram model
and CNN achieved the best performance.

Our experiments lead us to the conclusion that automated models for sentiment
analysis are task-specific, and to find the most efficient model, a comparative study
is necessary. We also conclude that the best feature representation leads to better
results and improved performance can be achieved through better collaboration between
classifiers and feature extraction methods. The performance of drug reviews opinion
mining can be significantly enhanced using appropriate deep learning architectures.
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7 COVID-19 monitoring: A comparative analysis of
public opinion mining on Social Media using machine
learning and deep learning approaches

Abstract

The COVID-19 virus and its variants are currently one of the most pressing problems
affecting both mental and physical health, causing stress and anxiety. News about the
epidemic has rapidly spread through social media, presenting different opinions and emo-
tions as people interact with the events. Public sentiment analysis has gained great in-
terest in understanding people’s feelings towards the virus, providing guidance for making
appropriate health decisions. In this context, we analyzed COVID-19-specific tweets col-
lected during the first few months of the crisis using deep learning (DL) approaches. Our
aim was to find the best DL model for sentiment analysis about COVID-19. To achieve
this, we proposed a new model that combines CNN and LSTM into one architecture. We
conducted a comparative study between classical deep learning and our proposed frame-
work to validate the model. This work was defended in the International Conference
on Advances in Communication Technology, Computing and Engineering ICACTCE’21,
March 24-26, 2021 CyberSpace (Virtually from Morocco).

7.1 Context of the study

At the end of December 2019, the world faced an outbreak of a new coronavirus. This
infectious disease, known as COVID-19, rapidly spread around the world and had a sig-
nificant impact and severe consequences on health systems, leading the World Health
Organization to declare a state of emergency [88]. Currently, COVID-19 is one of the
most pressing issues facing the world; it affects not only public health but also people’s
mental well-being. Psychologists and sociologists agree that more people are suffering
psychologically from the pandemic than those who are infected with the virus.

In fact, the COVID-19 outbreak has become a source of depression, worry, stress,
and anxiety. With the current lockdown and social distancing measures in place, people
have become heavily dependent on the internet and social media [89]. Online forums
and platforms such as Twitter have become a major part of our daily lives, providing
an accessible outlet for users to express their emotions and share information during this
global crisis. However, by analyzing tweets and opinions, it was found that many people
are spreading false information about COVID-19, which is dangerous and concerning. It
is important to report and address this misleading information.

These tweet data can also provide valuable insights for epidemiology experts to track
rapidly changing public sentiments, gauge public concerns and interest, and estimate
real-time COVID-19 activity and trends to monitor the transmission of the virus. As a
result, researchers have focused their studies on analyzing opinions derived from tweets
using Natural Language Processing (NLP) tools and machine learning (ML) methods.

Recent advancements in technology have made deep learning (DL) a popular and
promising field for sentiment analysis of COVID-19 tweets. These methods use a max
pooling layer approach to identify relevant and significant features of terms, resulting
in improved accuracy and efficiency. The use of DL algorithms not only improves the
accuracy and speed of predictions, but also reduces the prediction time.
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However, for both CNN and RNN algorithms, there is no set method for dealing with
significant features, as the max pooling layer selects the most important characteristics
based on the highest activation value. Additionally, automated models for sentiment
analysis are task-specific, and the best DL model depends not only on the capabilities of
the chosen method but also on the integration of all selected NLP and ML methods in
the process, as well as the type, size, and preparation of the data.

Inspired by the individual success of CNN and RNN in opinion mining tasks, we propose
a new deep learning (DL) model based on a combination of RNN and CNN. This model
leverages the strengths of both architectures to improve the performance of opinion
classification tasks. First, we use CNN to learn relevant context features from the input
representation. Then, these context features are used as input for the RNN models.
Finally, the feature map from RNN is used to perform the opinion classification task.

To uncover the most effective model for examining public emotions and psychological
responses during the COVID-19 crisis, in this part section, we provide a summary of related
studies on COVID-19 opinion mining monitoring, along with a comprehensive explanation
of our proposed approach. This includes the proposed architecture combining CNN and
RNN and the steps involved in comparing various techniques. We then evaluate and delve
into the results of our comparison experiments. Finally, we draw conclusions and offer
future directions.

7.2 Related Works

The present study examines the capability of emotional analysis in Twitter data, partic-
ularly in the healthcare field. Due to the recent success of CNN and RNN in opinion
classification, some researchers have explored combining these two networks into hybrid
models. One such example is the study by Wang et al. [90] who proposed a combination
of CNN and RNN for performing opinion mining on short texts. The CNN was employed to
extract high-quality linguistic features, while the RNN learned long-word dependencies.
The hybrid architecture was tested on three benchmark sentiment analysis datasets.

Another study, [91], proposed a framework that utilized LSTM, CNN, and a highway
network for language modeling. [92] combined CNN and LSTM for sentence classifica-
tion. [93] used a multi-architecture-based feature fusion approach of CNN and RNN for
sentiment analysis of social media comments. [94] proposed a new RNN model with a
CNN-based attention mechanism. This model used Glove word embedding techniques for
text vectorization, followed by CNN filters for feature extraction and RNN for sequential
processing of the features.

With the ongoing COVID-19 pandemic, numerous machine learning studies have been
conducted to examine its impact on people’s emotions. [95] proposed a neural network
to analyze Twitter comments in Europe and tested various pre-trained word-embedding
methods such as word2vec, multilingual BERT, MUSE, and the Vader algorithm. The
results showed that MUSE and BERT provided better results compared to the word2vec
model. [96] analyzed public sentiment towards COVID-19 using RNN to predict opin-
ions on Twitter data. The model first identified connections between terms and then
labeled them with positive or negative sentiment. [97] aimed to show how popularity
affects accuracy on social media and proposed sentiment analysis of COVID-19 tweets
using various deep learning classifiers, with doc2vec models and Gaussian membership
function-based fuzzy rules providing successful results in sentiment identification. [98]
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proposed a transformer-based model pre-trained on a large dataset of COVID-19-related
tweets, which extends the deep BERT model and was improved for use in COVID-19
tweets. [99] evaluated two CNN models to analyze Twitter user behavior in response to
religious misinformation during the COVID-19 pandemic in India. [100] proposed a CNN
deep learning model supported by pre-trained BERT for converting tweets into mathemat-
ical vectors, with results showing that the proposed model outperformed state-of-the-art
models.

In recent years, several works have investigated this issue, such as [101], [102], and
[103]. These studies have utilized feature extraction methods such as TF-IDF and bag
of words, and employed both supervised and ensemble machine learning classifiers. The
results of these studies indicate that the best performance is typically achieved using a
supervised Naive Bayes algorithm.

Through literature review, several deep learning-based methods have been proposed
for opinion mining in medical domains. Most of these studies concentrate on advanced
deep learning models that incorporate both CNN and RNN, and they have demonstrated
good performance. For sentiment analysis of COVID-19, researchers are trying to analyze
public opinion regarding the pandemic using machine learning methods. Some studies
adopt classical methods for text vectorization and sentiment classification, while others
use deep learning for both sentiment analysis and feature extraction. There are also a
few studies that only employ CNN or RNN for sentiment classification.

Given the promising results of hybrid deep learning approaches, conducting a compar-
ative analysis would be valuable. Hence, this study aims to determine the most efficient
and accurate framework for opinion mining from social media for COVID-19 monitoring.
To achieve this goal, the study proposes a comparison between classical and advanced
deep learning methods combined with NLP techniques, data preprocessing, and feature
extraction methods (such as Glove, word2vec, TF-IDF, and bag of words) for categorizing
COVID-19-specific tweets as negative, positive, or neutral.

7.3 Proposed framework

This section outlines the approach used in this work and is divided into four parts. The
first part involves preprocessing the tweets by data cleaning, including removal of links,
punctuation, stop words, and tokenization, to prepare them for sentiment analysis. The
second part uses the Vader library to calculate the sentiment of the cleaned data. In the
third part, classical and embedded methods such as Bag of Words, N-Gram, word2vec,
and Glove are used for feature extraction through text vectorization. Finally, the last
part employs Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN)
classifiers, such as LSTM and Bi-LSTM, to classify the data into three categories: neg-
ative, positive, and neutral. The entire process is depicted in Figure 26.

7.3.1 Step1 : data pre-processing

First, we tokenizes each tweet into smaller units called tokens, as described in [78].
The process continues with the removal of user names, hyperlinks, and conversion of
all tweets to lowercase. Terms with two or fewer characters, white-space, etc. are also
removed. However, punctuation is retained as it is important for sentiment analysis. Stop
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Figure 26: Diagram representing the overall operating process for COVID-19 opinion
mining.

words, which carry little significant information [104], are also removed and stemming is
applied to shorten the lookup and normalize sentences.

7.3.2 Step2: Sentiment Analysis

This step aims to determine the public sentiment towards the COVID-19 pandemic from
social media by calculating the compound sentiment polarity scores of each tweet and
categorizing them into three labels: positive, neutral, and negative. We use the Vader
sentiment library [105] for sentiment analysis as it considers important factors such as
exclamation marks and emotions, and takes punctuation into account when calculating
polarity scores, making it the most suitable choice.

7.3.3 Step3 : features modules

This step involves transforming the cleaned tweets into numerical vector representations,
which are useful for the classification step. In this study, we used several traditional
methods such as N-grams [12], TF-IDF [14], Bag of Words [13], and word embedding
methods Word2Vec [60] and Glove [16] to generate vector representations from the
dataset.

7.3.4 Step4: Deep Learning Methods

In this step, the feature maps are processed through multiple and successive layers of deep
learning classifiers. The number of layers, data representation, and advancement in deep
learning architectures are crucial factors for the network’s operation and the efficiency of
the deep learning method. Hence, the deep learning techniques applied in the framework
are briefly described.

Convolutional Neural Network (CNN) The input tweets are transformed into se-
quences of tokens or word embedding vectors in the feature module. These features
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are then fed into a Convolutional Neural Network (CNN) for sentiment analysis. Our
study explores several CNN architectures, and the best-performing architecture is shown
in Figure 27. When combined with the Glove method, this architecture yields particularly
good results.

Figure 27: Architecture of the proposed CNN

The CNN architecture consists of three main components: Convolution Layer, Pooling
Layer, and Fully Connected Layer. The Convolution Layer extracts features from the
tweets by sliding filters over the tweets, computing the product of the weights of each term
and the filter’s weights. The Pooling Layer reduces the dimensionality of the feature maps
and retains a simple probability score that indicates the likelihood of the corresponding
label. This layer also helps to reduce computational cost, prevent overfitting, and
display features more efficiently. In our study, researchers used dropout with a rate of
0.2, removing a portion of the network to promote distributed learning.

The Fully Connected Layer takes the results from the Convolution and Pooling Lay-
ers, computes a representative number, and feeds it into a network of backpropagation
processes. The network then makes a classification decision (positive, negative, or neutral
sentiment) based on the weights assigned to each feature of the tweets. In our study, the
number of neurons with the ReLU activation function was set to 64, adding non-linearity
to the network.

Long Short-Term-Memory (LSTM) and Bidirectional Long Short-Term-Memory
(Bi-LSTM) Figure 28 illustrates the proposed LSTM model, which demonstrates how
the LSTM utilizes the token sequences of each tweet to classify its sentiment.

Figure 28: Architecture of the proposed LSTM.

In this approach, a single cleaned tweet is interpreted as a sequence of 80000 unique
words learned through the use of convolutional filters. The relevant terms, along with
their corresponding sentiments, are then processed by LSTM and Bi-LSTM, including:

• The Embedding layer transforms the tokens in the dataset into 200-dimensional
embeddings.

• The LSTM layer comprises one LSTM layer with 256 hidden units.
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• The Dropout layer aids in avoiding over-fitting, and one dropout layer was employed
for regularization purposes.

• The Fully Connected layer maps the output from the LSTM to the desired classes
using the softmax activation function. For the Bi-LSTM model, two fully connected
layers were used. The first one consisted of 30 neurons with the ’ReLU’ activation
function, while the second one included three fully connected layers with a softmax
activation function.

7.3.5 Hybrid deep learning model

The proposed model aims to leverage the advantages of both CNN and RNN (LSTM/Bi-
LSTM) architectures to effectively classify tweets based on both contextual and temporal
features.

In the proposed architecture, the CNN first extracts high-level features from the pre-
trained Glove embeddings, which were generated from Wikipedia. The context features
generated by the convolutional layers are then passed on to the RNN models for sequential
processing and classification, as depicted in Figure 29.

This combination of CNN and RNN models allows the proposed architecture to capture
both the relevant and high-level features from the Glove embeddings and the contextual
and temporal features from the RNN models, resulting in improved performance for tweet
classification tasks.

Figure 29: Combine architecture of Hybrid deep learning model.

7.4 Experimental results

7.4.1 Data description

The database used in this study is a set of tweets (COVID-19 Tweets Dataset) [106]
collected as part of an ongoing published project 2. It consists of a group of CSV files
that contain identifiers and scores for various feelings related to the COVID-19 pandemic
expressed in English. The dataset was updated until March 20, 2020, and for our study,
a CSV file containing 1578957 tweets was selected and the dataset was fixed at 76399
tweets.

7.4.2 Results

The results of our experiments, which compared the performance of various algorithms
including both classical and deep learning models, are presented in this part of the study.

2https://live.rlamsal.com.np

7. COVID-19 MONITORING: A COMPARATIVE ANALYSIS OF PUBLIC OPINION MINING ON SOCIAL MEDIA USING MACHINE LEARNING AND DEEP LEARNING
APPROACHES

60



CHAPTER 3. SENTIMENT ANALYSIS FROM SOCIAL NETWORKS FOR MEDICAL
DECISION SUPPORT

To determine the best model, the Accuracy and F-Score metrics were applied to assess
their performance. The performance values obtained using different classifiers and feature
extraction techniques are shown in Tables 8 and 9.

Table 8: Performance results
Methods Representation Accuracy F-score
LSTM sequence-level 0.9761 0.98

Bi-LSTM sequence-level 0.9744 0.97
CNN Bag of words 0.9679 0.97
CNN TF-IDF 0.9601 0.96
CNN Bigram TFIDF 0.9607 0.96
CNN Glove 0.9743 0.97
LSTM Glove 0.9431 0.94

Bi-LSTM Glove 0.9558 0.96
CNN CBOW 0.9235 0.93
CNN SkipGram 0.9475 0.94

CNN/LSTM Glove 0.9771 0.98
CNN/Bi-LSTM Glove 0.9764 0.98

Table 9: Performance results
TF-IDF TF-IDF- 2 gramms Bag of words Glove

Classifiers Acc F-score Acc F-score Acc F-score Acc F-score
SVM 0.9713 0.97 0.9691 0.97 0.9731 0.97 0.4362 0.45
RF 0.4970 0.41 0.5320 0.46 0.4680 0.36 0.5397 0.49
LR 0.9506 0.95 0.9496 0.95 0.9666 0.97 0.4499 0.35
MNB 0.8545 0.86 0.8547 0.86 0.8388 0.84 0.4294 0.29
XGB 0.9168 0.92 0.9176 0.92 0.9160 0.92 0.7899 0.54
MLP 0.9637 0.96 0.9613 0.96 0.9709 0.97 0.4135 0.24

Table 8 presents the comparative experimental results obtained using different tradi-
tional and deep learning models on the same training and test data sets. The perfor-
mance of the classifiers is evaluated using various pre-trained word representation models.

In the experiments, we used the gensim Python library, which includes Word2Vec
models. We applied two Word2Vec models: one using the Continuous Bag Of Words
(CBOW) model, and the other using the skip-gram model to extract word vectors. For
the Glove method, we used a specific set of Glove vectors trained on tweets, which in-
cludes four different versions of tweet vectors, each with different dimensions (25, 50,
100, 200), trained on 2 billion tweets. In our study, we used the 50-dimension pre-trained
Glove vectors available at 3.

From Table 9, it can be observed that the SVM classifier performs better in terms
of accuracy and F-score compared to other supervised classifiers for all three feature
extraction techniques. It achieved the highest accuracy of 97.31%. The MLP algorithm
also shows a significantly better performance with an accuracy of 97.09% and an F-score

3https://nlp.stanford.edu/projects/Glove/
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of 97%. Experiments indicate that LR and XGB classifiers provide satisfactory results.
However, the RF classifier performs poorly for opinion classification for all three text
vectorization techniques. Additionally, the GloVe embedded method results in poor ac-
curacy when using supervised classifiers.

From Table 9, we can observe that the hybrid models of CNN/LSTM and CNN/Bi-
LSTM, in combination with GloVe, outperform all other models for all feature extraction
techniques. These models achieved the highest accuracy of 97.71% and 97.64%, respec-
tively. This performance is nearly 1% better than the results obtained from the LSTM,
Bi-LSTM models when using sequence-level representations and the CNN model sup-
ported by GloVe.

In our study, we first tokenized the tweets into words and removed stop words, result-
ing in the loss of sequential form of the data. In this case, the use of CNN for feature
extraction was more appropriate, as it is commonly used to solve problems related to
non-sequential inputs that can be treated as images and used as the input for CNN.
Additionally, the use of pre-trained word embedding in NLP with CNN is similar to im-
age classification, where the availability of data plays a crucial role in learning powerful
features. This is demonstrated by the use of the GloVe method, which can produce high-
quality vector representations using word co-occurrence statistics in a matrix form and
can also cover out-of-vocabulary terms. The convolutional CNN layer can effectively
represent these vectors and acquire more informative features, which are then used in the
CNN max pooling layer to find relevant, significant features of terms.

However, opinion mining of COVID-19 specific tweets requires learning of implicit
long-distance dependencies through the sequences of tweets. Hence, we used the LSTM
layer, which contains an internal memory capable of learning from imperative experiences
with long-term conditions. Unlike the fully connected nodes in the CNN layer, the nodes
in the LSTM layer are connected in a directed graph along a time sequence.

Based on the results, it can be observed that the CNN architecture has the advantage
of focusing on the most important and relevant features and being capable of efficiently
capturing local, window-based compositions. Meanwhile, LSTM is effective in learning
long-term dependencies. The hybrid model, which combines the strengths of both CNN
and LSTM, proves to be effective in handling sequence prediction problems with spatial
inputs. Furthermore, LSTM and Bi-LSTM models with sequence-level representation
also contribute to improving the representation and classification of tweets specific to
COVID-19.

7.5 Conclusion

Public sentiment analysis of the pandemic using COVID-19 specific tweets has garnered
great interest among researchers in the fields of health and data mining. This study
investigates the impact of using deep learning algorithms in sentiment analysis of these
tweets with the goal of finding the best model to analyze people’s feelings towards
the pandemic and gain insight into their overall opinions. A new hybrid CNN/LSTM
model is proposed that combines the strengths of both architectures. To validate the
model, a comparison between traditional DL techniques and the proposed framework
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is made based on accuracy and F1-score metrics, and the results show that the hybrid
CNN/LSTM model outperforms others with higher accuracy. The experiments suggest
that a comparative study is necessary to determine the most efficient model for opinion
mining. Features extraction is a crucial factor in the success of these deep learning
models, and the appropriate deep learning classifier architecture can significantly improve
performance. Our findings may aid in the improvement of practical strategies for health
services related to COVID-19.
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8 Synthesis analysis

In this chapter, we discuss the importance of medical sentiment analysis in the healthcare
domain and how text mining and machine learning techniques can be used to develop ro-
bust models for opinion mining in medical texts. Our primary goal is to demonstrate the
effectiveness of these methods in sentiment analysis, and to that end, we have selected
two areas where the patient’s opinion is crucial for the medical service. The first area
concerns patient feedback about their treatment, while the second focuses on analyzing
public sentiment towards the COVID-19 pandemic.

In this synthesis analysis, we can further elaborate on the technical arguments and
comparative analysis of models’ potential. Firstly, it’s worth noting that sentiment anal-
ysis in the medical domain is a challenging task due to the complexity and specificity of
medical language. The utilization of text mining and machine learning techniques can
aid in developing robust models for opinion mining in medical texts, but it’s crucial to
select the appropriate techniques and models to achieve the best results.

To conduct a comparative study between machine learning techniques, we utilized
traditional and advanced deep learning methods to determine the best model that would
provide the most accurate results. The pre-processing techniques used in each database
differed from one another, depending on the type of data.

Our findings indicate that deep learning techniques, such as convolutional neural net-
works (CNNs) and recurrent neural networks (RNNs), were effective in the first study.
Thus, we proposed a hybridization of these techniques in the second contribution, com-
bining the advantages of both in features extraction and classification. The experiments
were conducted based on accuracy and F1-score metrics.

Despite the promising results, there were limitations to our study. For instance, our
dataset was small and specific to the autopsy reports, patient feedback, and COVID-19
tweets, which could limit the generalizability of our findings. Additionally, some aspects
of our study, such as feature selection, could have been improved. However, our work
demonstrates the potential of text mining and machine learning techniques in the medical
domain and highlights the need for further research in this field.

9 Conclusion

Patients often have strong feelings about their healthcare experiences, and these emo-
tions can have a significant impact on the patient’s overall satisfaction with the care
they receive. As a result, sentiment analysis has become increasingly important in the
healthcare industry. This technology can be used to help identify patient needs, improve
marketing efforts, and ultimately enhance the patient experience.

In this chapter, we have explored the use of natural language processing and ma-
chine learning methods for medical sentiment analysis. Our work has focused on two
key contributions: patient feedback regarding their treatment and the analysis of public
sentiment surrounding the COVID-19 pandemic. Throughout our research, we have in-
vestigated the effectiveness of various deep learning algorithms in sentiment analysis and
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have conducted a comparative study to identify the most efficient model.

Our experiments have led us to several key findings. First, we have discovered that
automated models for opinion analysis must be task-specific, and a comparative study is
necessary to determine the most efficient model. Additionally, we have determined that
feature extraction plays a crucial role in the success of deep learning models. Finally,
we have found that the appropriate deep learning classifier architecture can significantly
improve performance through better collaboration between classifiers and feature extrac-
tion methods.

Overall, our research has significant implications for the healthcare industry. By im-
proving sentiment analysis techniques, we can enhance patient experiences and ultimately
improve business outcomes on a larger scale. Additionally, our findings could be used to
develop more effective strategies for drug monitoring and COVID-19 surveillance.
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This thesis focuses on text mining and its main applications in healthcare, particularly
document classification and sentiment analysis. Many real-world problems in the medical
field require text mining approaches to be solved. This manuscript first provides a detailed
overview of the medical text mining frameworks, including medical document classifica-
tion and medical sentiment analysis, applications, and common tools and strategies used
for each approach, and finally presents the current challenges recently investigated by
researchers in this field.

These automated methods significantly support the decision-making process of health-
care professionals, such as monitoring patients’ emotions towards their medications through
drug monitoring or discovering new knowledge through automatic classification of medi-
cal reports, such as autopsy report classification.

Then, we investigated the benefits of using text mining and machine learning techniques
for medical document classification, focusing on the classification of autopsy reports.
This plays a crucial role in the medical field, as autopsy reports contain vital information
about the cause of death (CoD) that can aid doctors in improving their understanding of
this area. Our study consisted of two main parts: data collection and algorithm compar-
ison. The data collection phase involved collecting 200 autopsy reports from the CHU
Tlemcen Forensic Medicine department, which contained information about external and
internal examinations of the deceased, personal information, and corresponding labels for
the manner of death (natural, violent, or toxic).

The first part of this work compared traditional machine learning and deep learning
algorithms for autopsy report classification, using the TF-IDF method for feature ex-
traction and analyzing the performance of each algorithm when combined with this tool.
The goal was to find the best model of classification in terms of accuracy and medical
interpretation. The experimental results showed that the XGB classifier combined with
TF-IDF performed best in terms of accuracy, while deep learning methods performed
poorly when combined with TF-IDF. To interpret the output of our approach, we used
the evaluation metric LIME, which is a great tool for making complex models inter-
pretable.
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The conclusion of this study suggests that further work should be done to build upon
this initial contribution. Specifically, there are several areas that could be addressed in
future research:

• The current study analyzed a limited set of only 200 autopsy reports obtained from
the University Hospital of Tlemcen. To enhance the generalizability and reliability
of the results, it is recommended to collect more autopsy reports to expand the
training data set.

• The study used a traditional feature extraction method, TF-IDF, for text vectoriza-
tion, which yielded the best results when combined with XGB classifier. However,
deep learning methods did not perform as well with this method due to the fact
that they prefer to learn structural features through word embedding techniques. To
address this issue, future work may explore the use of contextualized language mod-
els, such as BERT (Bidirectional Encoder Representations from Transformers) [20],
CamemBERT, or RoBERT [107], which have shown promising performance in vari-
ous language processing tasks, particularly in French language processing.

• The collected reports were classified into three categories of Manner of Death
(MoD): natural death, violent death (including penetrating, suicide, and homicide),
and toxic death. Each category contains reports with multiple unique causes of death
(CoD), resulting in a dataset with 12 different CoD across the three categories. To
further expand the application of this study, future work may consider using a multi-
label classification approach to detect the specific cause of death from these reports.

The second part of this thesis focuses on medical sentiment analysis using NLP and
machine learning methods. Opinion mining is a research technique that measures patient
satisfaction with the healthcare services they have received, aiming to improve and opti-
mize the quality of healthcare services in various healthcare facilities.

The framework addresses two major contributions where the patient’s opinion is crucial
to the medical service:

• The first contribution concerns patients’ feedback about their treatment. The study
aims to determine the best model for analyzing patient perspectives on drug reviews
to gain a better understanding of their overall emotion. In this context, a comparative
study between different machine learning and deep learning methods was conducted,
using well-known text vectorization techniques to explore opinions about drugs. The
results show that the combination of the skip-gram model and CNN achieved the
best performance.

• The second contribution analyzes public opinion on the COVID-19 pandemic us-
ing COVID-19-specific tweets. The study demonstrates the impact of using deep
learning algorithms for sentiment analysis of these tweets, with the aim of analyz-
ing people’s sentiments towards the pandemic and finding the best models to gain
insight into their overall emotions. Given the promising results of deep learning
approaches in the first contribution, a new hybrid CNN/LSTM model is proposed in
this work that combines the strengths of both architectures. To validate the model,
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a comparison between traditional DL techniques and the proposed framework is per-
formed. The results show that the hybrid CNN/LSTM model outperforms the other
models with higher accuracy.

From our experiments in both studies, we conclude that automated models of opinion
analysis are task-specific, and comparative studies are necessary to find the most effi-
cient models. We also conclude that feature extraction is a key factor in the success of
these deep learning models and that a proper deep learning classifier architecture can
significantly improve performance through better collaboration between classifiers and
feature extraction methods. Our findings will help improve practical strategies for drug
surveillance and health services related to COVID-19 surveillance.

In further work, we plan to:

• Include additional datasets covering other drugs and diseases in the future. We also
aim to explore other types of deep learning techniques such as Transformer models,
other hybrid approaches, and new vocabulary resources for better results.

• Focus on analyzing clinical documents for sentiment analysis, as existing studies
of sentiment analysis from medicinal texts have mainly focused on medical social
media and biomedical literature. This analysis can be used for various purposes,
including therapeutic decision making.

• Focus on Algerian health monitoring through the analysis of sentiment in biomedical
texts to address analysis of Algerian sentiment and Algerian health status based on
machine learning and deep learning classifiers. This requires creating an Arabic
sentiment dataset consisting of health-related tweets from professional Algerian
Twitter accounts.

Scientific outputs

Numerous methodological contributions have resulted from this thesis, these productions
are parallel or simultaneously integrated into some major parts or chapters of the thesis.
Several collaborative works with colleagues have served to address several direct and
indirect reflections on the thesis.

Chapter Book

• N. SETTOUTI and F. YOUBI. Convolutional and Recurrent Neural Networks for
opinion mining on Drug Reviews. In book : Deep Learning for Social Media Data
Analytics in Springer Book Series "Studies in Big Data". February 2022.

Peer-reviewed Journals

• F. YOUBI and N. SETTOUTI. Analysis of Machine Learning and Deep Learning
frameworks for opinion mining on drug reviews. In the Computer Journal, 2021;
bxab084, DOI: 10.1093/comjnl/bxab084
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International communication

• F. YOUBI and N. SETTOUTI. COVID-19 tweets sentiment analysis using ma-
chine learning approaches and divers document representations. In the International
Conference on Advances in Communication Technology, Computing and Engineering
ICACTCE’21, March 24-26, 2021 CyberSpace (Virtually from Morocco).

• F. YOUBI and N. SETTOUTI. Convolutional Neural Networks for opinion mining
on Drug reviews. In Proceedings of the 1st International Conference on Intelligent
Systems and Pattern Recognition (ISPR ’20). Association for Computing Machinery,
New York, NY, USA, 17–21. DOI: 10.1145/3432867.3432888 (Best Paper Award)

• F. YOUBI and N. SETTOUTI and M. SAIDI. Machine learning methods to predict
chemotherapy treatment of Multiple Myeloma patients using clinical data. Inter-
national Congress on Health Science and Medical Technologies 2021, ICHSMT’21,
27-29 June 2021, Tlemcen, Algeria.

• M. SAIDI, F. YOUBI and N. SETTOUTI. Instance selection algorithms for a Cost
sensitive medical diagnosis. In the Third International Conference on Biotechnology
and Cancer (ICBC’19), December 07-08, 2019 in Oran, Algeria.

National communication

• F. YOUBI and N. SETTOUTI. Le réseau neuronal récurrent à portes pour la pré-
diction des émotions à partir du signal EEG. Le Colloque National sur l’Apport
des Neurosciences dans le Marketing-Management (Neuromarketing- Neuromanage-
ment). Online Conference, Juin 09, 2022, Tlemcen, Algeria.

Research Report

• F. YOUBI, Souhila Lairibi, Nesma Settouti. Autopsie Médicale : étude de la mor-
talité et causes de décès au niveau CHU Tlemcen, Algérie. Biomedical Engineering
Laboratory, Tlemcen University Algeria. 2023. hal-04055998

Collected Dataset

• Youbi, Fatiha; LARIBI, Souhila; SETTOUTI, Nesma (2023), “Autopsy reports
Datasets”, Mendeley Data, V1, doi:10.17632/n9z3v2k8wv.1
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