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Abstract 

In recent years, the decentralized wireless Vehicular Ad hoc Networks (VANETs) have 

emerged as a key technology for Intelligent Transportation Systems (ITS). Efficient and 

reliable multi-hop broadcast protocols are essential to support various services in VANETs 

such as road safety, traffic efficiency, entertainment, and advertising. The multi-hop 

broadcasting protocol intends to deliver data to a set of vehicles inside a region of interest 

(RoI). Data broadcasting requires different levels of quality of service, which can be 

specified based on the type of data included in the message. For instance, accident 

notification involves low latency and high packets delivery ratio, whereas congested road 

notification is tolerant to both end-to-end delay (around a couple of seconds) and packets 

delivery ratio without exposing road users to a dangerous situation. Besides, the delay, 

jitter, and packet loss ratio associated with data video broadcasting should not exceed strict 

thresholds for an acceptable quality of experience. Our main aim in this thesis is to design 

reliable multi-hop broadcast protocols for delay-tolerant applications and video streaming 

in urban VANETs.    

Keywords Urban vehicular ad hoc networks, V2V communication type, Video streaming, 

Intelligent Transportation System, Multi-hop broadcasting protocol. 
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 ملخص

كتقنية رئيسية  (VANETs)اللامركزية الدخصصة للسيارات و  الشبكات اللاسلكية برزت الأخيرة،السنوات  خلال

الفعالة والدوثوقة ضرورية لدعم الخدمات الدختلفة في  متعددة القفزات تعتبر بروتوكولات البث .(ITS)لأنظمة النقل الذكية

VANETs متعددة القفزات البث من بروتوكولات دف. الذمثل السلامة على الطرق وكفاءة حركة الدرور والترفيو والإعلان 

لفة من يتطلب نشر البيانات مستويات لست. (RoIتسليم البيانات إلى لرموعة من الدركبات داخل منطقة الاىتمام ) ىو

الإخطار بالحوادث  طلبنوع البيانات التي تنقلها الرسالة. على سبيل الدثال، يتعلى  و التي يمكن تحديدىا بناء ،جودة الخدمة

 رسالالازمن  ة تجاه كل من نو مر  يبدي أكثر منخفض ونسبة تسليم عالية، في حين أن إخطار الطريق الدزدحم ارسالزمن 

يجب أما فيما يخص بث لزتويات الفيديو، ف ر.طخللدون تعريض مستخدمي الطريق   الشبكة نسبة تغطية)حوالي ثانيتين( و 

ىدفنا . للحصول على جودة مقبولة ة الدسموح بهاعتبالفقدان الحزم نسبة  و تقطع في تدفق الفيديوال رسال،الاتجاوز زمن يألا 

الدوجهة بصفة خاصة   عالية  و ةيموثوقذات القفزات متعددة  الرئيسي في أطروحة الدكتوراه ىذه ىو تصميم بروتوكولات بث

 .شبكة السيارات الحظريةتدفق الفيديو في  تطبيقات و  رسالالازمن تساىلة مع الدللتطبيقات 

، دفق الفيديو، نظام النقل الذكي ، V2Vالشبكات الدخصصة للمركبات الحضرية، نوع الاتصال الكلمات المفتاحية  

 القفزات.بروتوكول البث متعدد 
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Résumé 

Ces dernières années, les réseaux véhiculaires ad-hoc (VANETs) sont devenus une 

technologie clé pour les systèmes de transport intelligents (STI). Des protocoles de 

diffusion multi-sauts efficaces et fiables sont essentiels pour prendre en charge divers 

services dans les VANETs tels que la sécurité routière, l'efficacité du trafic, les 

divertissements et la publicité. Les protocoles de diffusion multi-sauts  visent à fournir des 

données à un ensemble de véhicules à l'intérieur d'une région d'intérêt (RoI). Le niveau de 

la qualité de service nécessaire pour la diffusion de données  est établi en fonction du type 

de données incluses dans le message. Par exemple, la notification d'accident exige une 

faible latence et un taux de livraison de paquets élevé, tandis que la notification d‘une route  

encombrée est tolérante au retard de bout en bout  (environ quelques secondes) et au taux 

de livraison de paquets sans exposer les usagers de la route à une situation dangereuse. De 

plus, la latence, la gigue et le taux de perte de paquets associés au streaming vidéo ne 

doivent pas dépasser des seuils stricts pour obtenir une qualité d'expérience acceptable. 

L‘objectif principal de cette thèse de doctorat est de concevoir des protocoles de diffusion 

multi-sauts fiables pour les applications tolérantes aux délais et le streaming vidéo dans les 

réseaux véhiculaires urbains. 

Mots clés Réseaux ad-hoc véhiculaires urbains, Type de communication V2V, Streaming 

vidéo, Système de transport intelligent, Protocole de diffusion multi-sauts. 
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Chapter 1 Introduction 

1.1 Background, motivation, and aims 

In recent years, Intelligent Transportation Systems (ITS) have contributed efficiently to the 

improvement of the urban and inter-urban traffic management, traffic security, driving 

safety, performance of transportation systems and commercial vehicle operations [1][2][3]. 

With the rapid evolution of the Micro-Electromechanical Systems (MEMS) [4], ITS have 

introduced smartness, connectivity, coordination, efficiency and automated response for 

transportation policy optimization[5][6]. 

 

The idea of introducing wireless communication in vehicles has attracted the scientific 

community since the 1980s [7]. In the last three decades, we have witnessed considerable 

advancement in research in this field. The fast evolution of different vehicle-oriented 

sensors, together with the wide adoption of 802.11series of wireless communication 

technologies, the embrace of the transportation authorities the wireless communication 

technology to integrate vehicles in ITS have led to facilitate the development of this field 

and the emergence of the Vehicular Ad-hoc NeTworks (VANETs) [8][9]. 

 

A VANET consists of interconnected vehicles that embark sensing technologies. They 

at least allow exchanging traffic, weather and emergency information. Therefore, they 

constitute an essential technology for the development of ITS. A VANET is a subclass of 

Mobile Ad hoc NETwork (MANET) that offers a communication infrastructure to share 

information between vehicles on the road and between vehicles and ITS components [10]. 

In order to make this infrastructure possible, vehicles and roads have to be equipped with a 

set of components recognized as On-Board Units (OBUs) and Road Side Units (RSUs), 

respectively [8][11][12]. Fundamentally, a VANET provides two types of wireless 
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communication: Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I). V2V 

denotes the sort of wireless communication in which vehicles communicate with one 

another by means of wireless devices, whereas V2I allows the exchange of data between 

vehicles and the fixed ITS components such as base stations, hotspots, traffic lights and 

Electronic toll collection systems [13]. Figure  1-1 outlines a typical example of urban 

VANET. 

 

 

Figure 1-1 Example of VANETs in city environment 

 

We have embraced this distinct type of MANETs as the scope of our thesis. It supports 

different and varied types of services and applications. ETSI organization classified the 

basic set of VANET applications into active road safety, traffic efficiency, local services, 

and infotainment applications. Based on this taxonomy and the intrinsic network features 

of VANETs, the cooperative ITS standard distinguish at least three disseminations modes 

that can arise in this type of network: 

One-hop broadcasting mode: It aims to share status data between neighboring vehicles 

(vehicles in the same transmission range) through the periodic broadcast of geographical 

location, velocity, and the heading of each vehicle. 

Multi-hop unicast mode: In this mode, the source node delivers the packet to one 

destination node over a path composed of V2V/V2I multiple hops. 

Multi-hop broadcast mode: The Multi-hop broadcasting in VANET consists of the 

dissemination of data from a source vehicle to all vehicles inside a geographical region, 



 

Chapter 1 Introduction  
 

3 
 

called the region of interest (RoI), over a V2V/V2I multi-hop communication link. Notice 

that the source node has to be within the region of interest. 

 

The purpose of our work is to design multi-hop broadcasting schemes. They require 

being efficient, reliable, and scalable. Several VANET applications need data broadcasting, 

such as the transmission of traffic-related information, accident notification, cooperative 

collision avoidance, video streaming, and cooperative autonomous driving application 

[11][14][15]. Furthermore, broadcasting is the main operation for route discovery and 

source paging in unicast routing protocols [16][17][18][19]. 

 

To create a multi-hop broadcasting protocol, we have to distinguish between three types 

of data content due to their differences in terms of resilience to the loss of data and latency: 

safety-related text messages, non-safety-related text messages, and video stream. Safety-

related text messages should usually be broadcasted with low latency and high reachability, 

whereas the transmission of non-safety-related text messages is more tolerant to the 

latency. The transmission of video stream differs significantly from the one of text 

messages due to the large amount of data in the video stream and its more stringent 

requirements in terms of packet loss ratio (PLR) and the transmission delay. As 

recommended by CISCO, the PLR and transmission delay should not exceed 5% and 5s, 

respectively[20]. 

Viriyasitavat et al. sub-classified VANETs into two environments: urban and highway 

[21][22]. The dissemination of information in the urban environment is more prone to the 

wireless interference problem due to the high traffic density in city areas, especially at rush 

hours. Furthermore, the intermittent connection induced by obstacles, such as tower 

buildings, strengthens the network fragmentation issue. 

In our thesis, we broadly focus on designing various solutions to improve the 

broadcasting of both non-safety-related text messages and video content in urban 

VANETs.  
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1.1.1 Multi-hop broadcasting in urban VANETs 

The flooding schema is the most naive solution to broadcast data in both MANET and 

VANET. In this one, each node in the network blindly rebroadcasts the received message. 

Unfortunately, the unnecessary rebroadcast of messages cause excessive network resource 

consumption, this problem is known as the broadcast storm problem [23]. Moreover, in the 

case of dense ad hoc networks, the blindly message rebroadcasting produces a large 

number of collisions and interference in the network. This latter deteriorates the 

effectiveness and reliability of the broadcasting process. Therefore, reducing the number of 

relay nodes is the most often accepted solution to avoid the high number of collisions and 

interference. However, relay-nodes have to be selected by considering the trade-off 

between the coverage capability and the broadcast storm problem mitigation. The reliable 

broadcast heuristics aim to select a minimum number of relay-nodes to avoid the broadcast 

storm problem and maintain a maximum coverage capability. 

Most heuristics are designed specifically for MANET in which the nodes are deployed 

in a free space environment. Thus, there are no exact constraints that affect the movement 

of the nodes. In such an environment, relay nodes selection methods are commonly based 

on traditional forwarding strategies like geographic-position based methods, statistical-

based strategies, network traffic-aware methods, local neighborhood topology based 

strategies, etc [23]. However, in urban VANET, nodes movement and nodes spatial 

distribution are likely related to the road network topology. For this reason, there is a great 

need to use the road network topology to enhance traditional strategies. 

Broadcasting techniques can be broadly classified into sender-based and receiver-based 

methods [24][25][26][27][28]. The main prerequisite for sender-based protocols is that a 

sender should obtain the topological information of one-hop neighbors, or more 

specifically node identities and kinetics information. It can be achieved through a simple 

exchange of beacon messages between the one-hop neighbors. The topological information 

enables the protocol to select the best set of forwarders. However, for enhanced efficiency, 

the neighborhood information should be updated at a high frequency to overcome the rapid 

change in the topology. Unfortunately, this may generate high beacon transmission 

overhead and lead to an unfavorable transmission condition and even collisions.  
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To overcome this issue, the receiver-based protocols are proposed. Each receiver node 

uses typically a local state variable to establish a waiting time. For example, the relative 

distance between the receiver and the precedent forwarder can be used to make a decision, 

whether to rebroadcast or not, based on the current state of the receiver and a threshold 

value. This can be the number of duplicate messages received within the waiting time that 

should not exceed a certain threshold. Another advantage of the receiver-based methods is 

that the anonymity mechanisms of the nodes can be easily achieved because they do not 

require exchanging vehicles‘ identifiers in the selection process of the relay-nodes [29]. 

Furthermore, a comparative study between broadcasting protocols showed that these 

methods at least outperform the sender-based ones in terms of latency, collisions and 

message overhead [30]. The drawback of the received-based protocols is that they are 

characterized by stochastic behavior and generally cannot cover the full network. 

In the literature of receiver-based broadcasting protocols, many heuristics have been 

proposed to overcome collisions and interference problems while maintaining maximum 

coverage and connectivity. Among the most reliable methods, we can mention the ones 

proposed by Tseng et al. [23].  

Their first approach is the well-known counter-based protocol. Tseng et al demonstrate 

a reverse relationship between the number of duplicate messages broadcasted by the 

immediate neighbors of a node and its capability to cover a new area when it rebroadcasts 

the received message. Specifically, a node in the counter-based protocol broadcasts a 

message if it receives during a backoff time a number of duplicate messages lower than a 

threshold value. This threshold value is used mainly to control the unsuitable redundant 

transmissions. 

The second approach is the distance-based protocol. Its mechanism uses the minimum 

distance heuristic to select relay-nodes. Hence, this heuristic makes use of a threshold 

distance from the sender to each one-hop receiver to distinguish between relay nodes and 

none relay nodes. The heuristic is based on the fact that if two nodes are very close, their 

rebroadcasting will likely cover the same area of the network. Following this logic, the 

node acts as a relay if only this distance is large enough. 

The advantages of these two protocols rely mainly on their receiver-based nature. 

Furthermore, counter-based and distance-based schemas are highly able to reduce 
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unnecessary retransmissions in a fully distributed manner and without a need to overload 

the transmission channel by the beacon messages. Another advantage of these methods 

relies on the tuning operation. Tuning is a critical factor to improve the performance of 

broadcasting protocols. The tuning operation in counter and distance-based methods is an 

easy task as it requires only the adjustment of two parameters: the maximum waiting time 

and the threshold value. Consequently, many recent receiver-based broadcast protocols 

based their forwarding strategy on counter-based and distance based schemas [31]. 

For the above reasons, the counter-based and distance based schemas can be considered 

as promising broadcast algorithms. Like most received-based protocols, the downside of 

these two protocols is related to their stochastic nature that can negatively affect their 

coverage capacity.  

1.1.2 Video streaming in urban VANETs 

Video streaming in V2V/V2I environments is expected to significantly improve traffic 

management and provide value-added entertainment and advertising services [32]. For 

example, video notifications in active safety applications provide better information 

regarding accidents than a simple text message. In particular, video clips of an accident or 

a dangerous situation ahead would provide drivers with precise information, allowing them 

to make an informed decision (whether to proceed or to return) based on personal priorities 

and the capabilities of their vehicles. However, transmitting videos over VANETs is a 

sensitive task because of VANET specificities, such as dynamic topology, shadowing 

phenomena, mobility of nodes, and the lousy wireless environment. Besides, video 

streaming is a demanding application in terms of both service and experience quality. 

Many researchers have proposed different solutions to meet video streaming requirements.  

Existing solutions can be classified into three categories: application-layer solutions 

(video coding and error-resilient techniques), network layer solutions (routing optimization 

and the store-carry-and forward mechanism), and link-layer solutions (medium access 

control, rate control, and congestion control) [33]. These solutions are proposed to help 

deliver videos over VANETs with high quality of experience by considering time-varying 

bandwidth, latency, jitter, and rate loss. 
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Technically and according to the use case scenario, videos can be broadcasted using one 

of the following routing paradigms: Unicast, Multi-cast, or Geocast/Broadcast. Unicast is a 

one-to-one type of communication, whereas multicast is a one-to-many type of 

communication. The Geocast/Broadcast routing protocols are used when a message is 

distributed by the sender to all nodes in a delimited geographic zone (zone of interest). In 

this study, we aim to enhance video content dissemination using a Geocast/Broadcast 

routing technique. 

When the environment within which a VANET is deployed contains obstacles, such as 

buildings, in urban scenarios, a serious challenge in the form of a partitioned network is 

encountered. Therefore, many packets may be lost as the number of obstacles increases. In 

an urban VANET environment, direct communication between vehicles can be disturbed 

because of the existence of buildings, thus preventing vehicles in the same communication 

range from directly exchanging data and creating an obstructed line of sight (ObsLOS) 

between them. This prevents the packets transmitted by relay nodes to be well-received by 

many one-hop neighbors which can affect negatively the selection of relay nodes in the 

next hop. Therefore, ensuring that vehicles that contend to become relay-nodes are in a 

non-obstructed line-of-sight environment is more important. Several studies have been 

conducted in this context. However, all of them are based on the sender [34][35][36]. 

1.2 Contributions 

In this PhD thesis, we mainly contribute to tackle the abovementioned downsides related to 

multi-hop data broadcasting and video streaming in urban VANETs; 

 Our first contribution is to enhance the basic mechanism of counter-based and 

distance-based protocols. It is possible to alleviate the issue of their stochastic 

behavior by selecting a set of relay-nodes that have an enhanced spatial 

distribution. Specifically in urban VANET, vehicles‘ movement and vehicles‘ 

spatial distribution are likely related to the road network topology. Thus, a great 

need arises to use the road network topology to select a set of relay-nodes which 

have an enhanced coverage capacity. Therefore, we propose an Enhanced counter-

based and Enhanced distance-based protocols for urban VANET, respectively [37] 
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ECUV and EDUV, to increase the connectivity among vehicles in the urban 

VANET. ECUV and EUDV are road-network-topology-based solutions that allow 

the deployment of relay nodes in all road segments to increase the coverage 

capacity and hence maximizing the broadcast reachability. 

 Analytical models have in many cases significant advantages over simulation 

models, especially concerning the vision that they provide, the relative speed 

compared to simulations and their general approach to evaluate the performance 

under different conditions with just a numerical formulation [38][39]. One of the 

main contributions of this work is to propose analytical models that could be used 

to predict the performance of ECUV and EDUV. In order to capture the urban 

VANET particularities and the characteristics of the proposed protocols, we have 

considered various input parameters in the definition of the analytical models such 

as threshold parameter, vehicle density (The number of vehicles in the network), 

and the road network size( The number of the road segments). Besides, the 

proposed analytical models output the rebroadcast probability of a vehicle in the 

network when using ECUV and EDUV protocols. Based on our analytical models, 

we can study the ability of ECUV and EDUV to handle the broadcast storm 

problem and to analyze the influence of the various threshold values on the 

behavior of ECUV and EDUV. 

 To solve the issue of ObsLOS by following a receiver-based approach, we propose 

a road-network-layout-based, line-of-sight aware, and reliable Bi-directional 

protocol (ReLoS) that automatically selects the vehicles with enhanced line-of-

sight as relay-nodes while increasing the geographic coverage capabilities [40]. The 

proposed protocol is designed to enhance packet delivery in urban scenarios in very 

sensitive applications such as those involving video streaming. Indeed, coverage 

capability and line-of-sight are the most important factors that must be taken into 

account when selecting the set of relay-nodes. In ReLoS, the road-network is 

divided into a set of road sections, and a bi-directional schema is established in 

each road section to cover the whole network while selecting relay-nodes with 

enhanced line-of-sight in a fully distributed manner. If we compare ReLoS to the 

existing methods, ReLoS is the only broadcast routing solution that is based on 

both line-of-sight and road-network-topology. In the literature of routing protocols 
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in VANETs, the designed solutions are either based only on line-of-sight [22] or 

only on road-network-topology [37][41] or proposed to deal with unicast routing 

problems [42][43][44][45][46]. 

 Packet loss, resulting from collisions and the interrupted communication in the 

network, is one of the most serious issues associated with video streaming in 

vehicular networks. Because the end-to-end communication provided over the 

UDP/RTP transport layer for video streaming applications is unreliable (no 

mechanism of retransmissions), the Store Carry and Forward mechanism (SCF) is 

introduced to recover packet loss [33][47][22][48]. However, the different SCF 

solutions do not consider the video-coding parameters to schedule the 

retransmission of each lost packet according to its impact on video quality. Thus, 

we design a video-friendly and Quality of Experience aware SCF scheme 

(QoESCF) for packet loss recovery [40]. 

1.3 Thesis Organization 

The remainder of this thesis is structured as follows: 

In Chapter 2, we present a summary of the common characteristics of VANETs. We 

then provide an insight into their communication architecture, VANETs applications and 

their performance requirements, and the different efforts of standardization in the field of 

inter-vehicles communication. Next, we provide the related work of data dissemination in 

VANETs within two different aspects: one-hop data broadcasting class and multi-hop 

broadcasting class.  

In Chapter 3, we present, survey, and explain the relevant works of video streaming in 

VANETs. This chapter introduces the current solutions proposed for video streaming in 

VANETs. We analyze and examine different works based on two scopes: routing solutions 

for video streaming and error control and recovery. 

Chapter 4 provides the detailed steps and the design of the two first contributions which 

are intended to improve the coverage capabilities of multi-hop broadcasting in V2V urban 

scenario. It is the Enhanced Counter-based for urban VANETs protocol (ECUV), and the 

Enhanced distance-based for urban VANETs protocol (EDUV). These protocols are based 
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on road network layout, traffic-aware heuristic and minimum distance heuristic. Their 

performance is evaluated using an analytical model and network simulation. 

The chapter 5 introduces and describes our third contribution to enhancing video 

streaming over urban VANETs. We propose two solutions: the first one is a routing 

solution, named Receiver-based Line of Sight aware broadcast protocol (ReLoS), and it is 

proposed to tackle the obstructed line of sight problem and to enhance the coverage 

capacity. The second one is proposed for error recovery, and it is named Quality of 

Experience aware Store Carry and Forward scheme (QoESCF). These solutions have been 

widely evaluated using network simulation and were compared with two innovative 

protocols, in terms of frame delivery, end-to-end delay, PSNR, and MOS. 

Chapter 6 concludes this manuscript by presenting our main contributions and 

fundamental outcomes and then enumerates our perspectives and main issues regarding 

data dissemination in VANETs. 
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Chapter 2 Data dissemination in VANETs: 

literature review 

The main focus of this chapter is to obtain a comprehensive review of the different 

solutions in data dissemination topic in VANETs. We present the basic concepts of 

VANETs by providing a brief summary of VANETs and their general components, 

standards, architectures and features. Besides, we list VANETs applications based on their 

prerequisites and purposes. We classify the vehicular communication according to the 

different type of devices that can communicate with vehicles. Finally we review the related 

work on one-hop and multi-hop broadcasting protocols in VANETs. 

2.1 Common VANET characteristics 

VANETs have certain characteristics that make it different from other ad hoc networks 

such as MANETs.  Thus, solutions proposed for MANETs are not consistently suited for 

VANETs [49]. In this section, we emphasize the general features of VANETs that should 

be considered when proposing new approaches for such networks. 

2.1.1 Rapid change in network topology 

Vehicular networks are characterized by a frequent change in topology due to the high 

mobility of nodes. The high mobility of nodes can negatively affect the wireless channel 

and also produces an intermittent connection in the network, conducting to packet loss and 

high transmission latency [50]. Furthermore, traffic density is likely to be high in urban 

areas, whereas the vehicle density becomes low upon vehicles move toward freeway or 

rural zone. Consequently, the scalability of any solution, proposed for VANETs, is very 

important to cope with the rapid change in topology. 
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2.1.2 Accessibility to positioning system 

Availability of vehicle position is one of the main prerequisites of various geographic 

location based protocols in vehicular networks. Supplying timely and precise geographical 

location coordinates (latitude, longitude), vehicle speed, heading, and geocoding 

information permits geographic routing protocols to deliver packets to a Geo-located 

destination [51]. 

2.1.3 Mobility pattern 

A mobility pattern is one of the most critical factors we have to consider to investigate the 

comportment of protocols in VANETs. It should precisely match the mobility of vehicles 

in the real world.  Mobility pattern has specific features in VANETs such as the strict 

restrictions on the movement of vehicles, the clustering of vehicles at junctions and in the 

case of traffic congestions. In the simulation, determining the appropriate mobility pattern 

begins by selecting the environment of deployment and the constraints of movements. Two 

mobility models have to be considered [52][53]: 

- Macroscopic Mobility Model: This class specifies the characteristics of the mobility 

environment such as highway, city, streets, intersections, junctions, buildings, and 

traffic lights during the creation of vehicle mobility traces. 

- Microscopic Mobility Model: microscopic mobility models intend to provide an 

explicit representation of vehicular movement where the behavior of each vehicle is 

defined individually. 

2.1.4 Several QoS prerequisites 

In vehicular networks, QoS specifications vary considerably according to the type of the 

use case and application. For instance, video streaming applications, comprising use cases 

related to safety and traffic supervision services, have stringent requirements concerning 

reliability, latency and packet delivery ratio. By contrast, none-safety applications are more 

resilient on both delivery rate and end-to-end delay. 

In summary, VANETs have different properties as compared to MANETs because of 

their particular prerequisites. Thus, the development of low transmission latency, high 
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delivery, scalable, reliable, and efficient solutions for VANETs is a challenging task. 

Although, many VANET features, e.g., the tolerance in energy consumption and the 

constrained mobility patterns, serve to develop reliable protocols. 

2.2 Architecture of vehicular  networks 

Typically, VANET includes two kinds of nodes: vehicles and RSUs. The On Board Unit 

(OBU) and the set of sensors are the most important components in the vehicle. The RSU 

acts as a services provider, whereas the OBU handles the information provided by the RSU 

to deliver it to road-passengers and drivers. In the subsequent sections, we detail the 

components of RSU and OBU.  

2.2.1 Basic structure of On-Board Unit (OBU)   

OBU is important for ensuring the smartness and connectivity of the vehicle. It includes an 

information and communication system that allows communication between vehicles or 

with the surrounding environment (Figure  2-1). OBU is basically made up of the following 

modules [54].  

a) Control Unit (CU) 

CU is an embedded calculator that controls physical devices within the OBU. It can 

process inputs transmitted by front radar when a forward obstacle is detected and likely 

communicate a warning to the user through the human device interface to react to the event 

based on the received information. 

b) Geo-location module 

This module works as a localization sensor. It is used to receive time and kinetic 

information (geographical position coordinates, speed, and heading) from global 

navigation satellite systems (GNSS) such as global position system (GPS).   
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c) Set of sensors and radars 

Sensors enable vehicles to identify or measure the environmental properties, e.g., 

temperature, pressure, inclination, and Co2 emissions[55]. The set of radars help vehicles 

to detect and determine the position of an object in the road. The set of sensors and radars 

is connected to CU through CAN interface. 

d) Human interface device (HID)  

It allows drivers and passengers to interact with OBU, and it includes basically a screen 

and a keypad.   

e) Communication network interfaces 

This one allows the vehicle to communicate with the other nodes in the network. OBU has 

to include network interfaces with different access technologies such as ETSI G5, 3G, 4G, 

and 5G to permit the vehicle to communicate with different networks. 

2.2.2 Road side Unit (RSU)   

RSU is a DSRC or ITS communication device that is deployed along the streets or 

highways. It is used to provide connectivity between vehicles and the communications 

infrastructure to deliver safety and traffic information[56][57]. 

 

Figure 2-1 On-Board Unit structure 
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2.3 V2X communication in VANET 

The term vehicle-to-X (V2X) designates the vehicle to everything communication system 

that allows a vehicle in the road to communicate with different kinds of devices, 

infrastructures, and networks (Figure  2-2). V2X is a scalable system and it includes all 

sorts of vehicular communication[58]. Namely, this system includes vehicle-to-vehicle 

(V2V), vehicle-to-infrastructure (V2I), vehicle-to-network (V2N), and vehicle-to-

pedestrian (V2P) communication types. The main purposes of V2X are to provide 

communication support to secure drivers and passengers on the road, overcome 

congestion, and protect the ecosystem by reducing energy consumption. In the following 

sub-sections, we detail the above-cited vehicular communication types. 

2.3.1 V2V communication type 

Vehicles that support this type of communication can exchange information such as 

geographical position, velocity, heading, and any kind of state information. This exchange 

takes place directly between vehicles through 802.11p based devices without using any 

infrastructures. 

2.3.2 V2I communication type 

Different kinds of information are exchanged between the vehicle and the infrastructure 

that support this type of communication (E.g., Road-Side-Unit (RSU), ITS-component, 

etc.). 

2.3.3 V2N communication type 

It connects vehicles to the cellular network to supply certain services such as video 

streaming for entertainment and connectivity for dynamic traffic flow supervision. 

2.3.4 V2P communication type 

It connects vehicles to pedestrians equipped with mobile devices to provide alerts on 

potential surrounding risks. 
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Figure 2-2 Communication types in VANETs 

2.4 VANET applications  

VANETs applications, as defined by ETSI organization in the ETSI ITS standards set, can 

be classified in active road safety, traffic efficiency, local services, and Global internet 

services [59]. This section describes the set of use cases and applications set that mainly 

based on V2V, V2I links in VANET-devoted frequency band (E.g, ITS-G5 and DSRC 

frequency bands). Table  2-2 lists a possible classification of VANETs applications. The 

system performance needs are also presented for each application class in terms of vehicle 

communications and positioning performances.  

2.4.1 Active road safety applications 

The main aim of the active road safety applications and services is to increase the safety of 

both passengers and drivers on the road.  It provides the greatest possibility for reducing 

the number or gravity of road accidents. Fundamental infrastructure and support have to be 

supplied by transportation authorities to guarantee the successful deployment of safety 

applications. For instance, digital road map and positioning infrastructure are the main 

requirements of location-based safety applications. A typical example of active safety 

applications is Emergency electronic brake lights use case that offers for any car a capacity 

to notify an unexpected deceleration to its followers, which can restrict a hazard collision. 
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As outlined in Table  2-2, the latency of active safety applications has to be low. For 

instance, in the USA, the transportation authorities recommended that notification about an 

accident should be delivered through a vehicular network within 500 ms to the surrounding 

vehicles in a range of 500 m [60]. Furthermore the suitable value of broadcast frequency is 

set according to each use case requirement. Basically it ranges between 1Hz and 10 Hz for 

active safety applications. Particular safety use cases require strict relative position 

accuracy. Table  2-1 illustrates these applications and their relative geographical location 

precision as defined in ETSI ITS standard[61]. 

 

Table 2-1 Basic set of safety use cases that require high position accuracy 

Use case Relative position accuracy 

Lane change assistance use case scenario at least equal to 2 m 

Co-operative glare reduction scenario at least equal to 20 m 

Co-operative merging assistance use case scenario at least equal to 2 m. 

Co-operative forward collision warning use case scenario Less than 1 m 

2.4.2 Traffic efficiency applications  

The main aim of services in the Traffic efficiency category is the enhancement of traffic 

flexibility. It includes two sub-classes. The first one is related to speed management, such 

as Traffic light optimal speed advisory use case. The second one is the Co-operative 

navigation, E,g, Enhanced route guidance and navigation use case. By contrast to active 

road safety applications, most use cases are delay tolerant. Furthermore, the broadcasted 

messages, in this class, have to be transmitted periodically, and the minimum frequency is 

set according to triggered event (usually it ranges between 1Hz and 10Hz). Certain use 

cases involves high positioning accuracy (better than 5m), such as Traffic light optimal 

speed advisory.    

2.4.3 Local services, internet and infotainment applications 

Use cases in the local services, infotainment, and internet applications category deliver on-

demand information to both drivers and road passengers for commercial and non-

commercial purposes. This category could comprise entertainment, media downloading, 
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and point of interest notification. Local services are obtained from the communication 

network of the transportation system, whereas Internet services may be accessible from an 

internet service provider (ISP). 

Table 2-2 Basic set of VANET applications and their requirements   

Application 

category 

Application Requirements 

Latency broadcasting 

Frequency  

Active road safety Co-operative awareness  

E,g Emergency vehicle warning 
Low latency 

From 1Hz to 

10Hz according 

to the triggered 

event 

Road Hazard Warning 

E,g accident notification 

Traffic efficiency Speed management 

E,g Traffic light optimal speed 

advisory 

Delay 

resilient 

Co-operative navigation 

E,g Traffic information and 

recommended itinerary 

Local services E,g Location based services 

Point of Interest notification 

Internet  and 

infotainment 

services 

Communities services 

E,g Fleet management 

- ITS station life cycle 

management. E,g Vehicle 

software update 

2.5 Communication standards in vehicular networks 

In this section, we review and discuss the well-known standards in the field of vehicular 

networks. Namely, we present the American standard named Dedicated Short Range 

Communication (DSRC) and The Wireless Access in Vehicular Environments (WAVE) 

[12][62] and the European standard referred as to Cooperative intelligent transportation 

system standard (C-ITS) [63]. 

2.5.1 DSRC/WAVE standard 

Dedicated Short Range Communication (DSRC) and The Wireless Access in Vehicular 

Environments (WAVE) standards are used together to define the vehicular network 

architecture, communications pattern, security aspect, management infrastructure, and 
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access technology for high bit rate  (from 3 to 27 Mb/s), and  short communication range (  

less than 1000 m).  

In 1999, the U.S. Federal Communication Commission have proposed the DSRC as the 

main reference standard for deploying VANETs, by specifically reserving 75 MHz radio 

frequency band at 5.9 GHz for this type of network [64], [65] . The spectrum of DSRC is 

divided into seven channels. The width of each channel is 10 MHz. The middle Channel 

(channel number 178) is the control channel (CCH), which is allocated to safety related 

transmission. The two channels at the extremities (Ch 172 and Ch 184) of the DSRC 

spectrum are attached to a particular purpose, such high power and long range 

communication. The channels number 174,176,180,182 are service channels (SCH) and 

they are accessible by all kinds of messages. 

a) DSRC/WAVE communication protocols  stack 

IEEE 802.11p details PHY/MAC layer specification for DSRC based communication [66], 

whereas WAVE standard is defined through IEEE 1609 family for wireless access in 

vehicular environments [67][62]. Table  2-3 provides a short description of the IEEE 1609 

set. 

In DSRC/WAVE architecture, network and transport layers are defined by two distinct 

stacks to support different types of applications. As outlined in Figure  2-3, WAVE Short 

Message Protocol (WSMP) is assigned to the first stack and it is provided exclusively for 

safety applications. The safety messages are based on the Wave Short Message format 

(WSM) that is specifically defined for V2V and V2I communication type. Other services 

operate above the TCP and IPv6 layers. 

Management-level entities detailed in IEEE 1609.3 are referred to as WME and involve 

application registration, WBSS management, channel usage monitoring, IPv6 

configuration, Received Channel Power Indicator (RCPI) monitoring, and Management 

Information Base (MIB). 

The IEEE 1609.2 standard provides details about the security mechanisms for all layers 

of the WAVE stack. Security mechanisms incorporate WAVE management messages 

authentication, encryption, confidentiality, integrity, and anonymity preservation. WAVE 
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services deal with common safety limitations due to their comprehensive range of 

operations. For instance, active safety services require timely delivery. Consequently, the 

data processing and transmission overhead have to be kept under a strict threshold.  

Therefore, the security mechanisms have to be addressed with lightweight transmissions. 

 

Figure 2-3 DSRC/WAVE communications Stack 

 

Table 2-3  IEEE 1609 family for WAVE standard 

Part Scope Description 

IEEE 1609.1[68] resource manager Defines the services and interfaces of the WAVE 

Resource Manager application. 

IEEE 1609.2[69] security issues Security support to preserve privacy of both 

application and management messages. 

IEEE 1609.3[70] Networking services Describes the network and transport layers that are 

included in one protocol called Wave Short 

Message Protocol (WSMP). WSMP is designed 

specifically for V2X communications type. 

IEEE 1609.4[71] multi-channel 

operation 

Introduces improvements to the IEEE 802.11p 

MAC layer to schedule and synchronize multi- 

channel operations. 
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b) Effort of standardizing  multi-hop data dissemination in WAVE  

WSMP protocol supports safety services in a single-hop local environment (up to 1000m) 

[62]. It allows safety services to broadcast short messages (WSM) toward the immediate 

neighbourhood. Therefore, the IEEE 1609.3 does not define any multiple hops 

broadcasting strategy. Any multi-hop dissemination is done through TCP (or UDP)/IPv6 

protocols instead. The aim beyond this is to avoid double functionality. However, 

TCP/IPv6 is not defined to support VANET time-sensitive and high priority transmission 

due to the additional transmission delay resulted from the round-trip time. 

2.5.2 Cooperative intelligent transportation system standard (C-

ITS) 

ETSI and CEN are the official European standards institutions dealing with the 

normalization aspect for the European countries. Their mixed group consisting of CEN TC 

278 and ETSI TC ITS technical committees is in charge of designing and implementing 

ITS service delivery over the network, and its work was started in 2010. As a result of four 

years of work and coordination, the core kit of standards for Cooperative Intelligence 

Transport Systems (C-ITS), termed Release 1, was issued by May 2013[72].   

The standard details the sub-system specification of each ITS component including the 

VANETs infrastructure components, such as Vehicle ITS and RSU ITS subsystems. An 

ITS station can be a router interconnecting two heterogeneous ITS subsystems stacks at 

network layer, a host that offers a minimum support required for ITS services and 

applications, a gateway that interconnects ITS subsystem stack to OSI protocols stack at 

layers 5, 6 and 7, or a border router that provides a connection between ITS subsystem and 

proprietary network at layer 3. Both vehicle station and RSU can work as host, router, or 

gateway, whereas border router is designed exclusively for RSU. 
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Figure 2-4 ITS communication layers 

a) Communication protocols  stack 

As defined in [73], the common communications stack of ITS subsystem is outlined in 

Figure  2-4. It represents the full stack and can be customized according to the subsystem 

type (host, router, gateway, border router).  The network interface is defined essentially to 

handle the direct connection to the 5 GHz ITS-G5 frequency band, reserved for V2V and 

V2I ad-hoc communications in Europe.  The network interface involves both PHY and 

MAC layers, which are specified based on the 802.11p standard [74][75][76]. 

The transport and network layers are derived from the OSI model with improvements to 

assist ITS specific services. Various potential network protocols are designed for ITS till 

now. Namely, GeoNetworking protocol, IPv6 protocol extended with mobility 

functionalities,  IPv6 combined with GeoNetworking , CALM FAST networking protocol 

[77]. 

The transport layer is defined either through the Basic Transport Protocol (BTP) or 

TCP/UDP protocol. BTP is used over the GeoNetworking protocol, whereas the TCP/UDP 

protocol is designed to work only over the IPv6 network protocol [75].   
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Although more than one transport and networking modes are enabled for ITS 

subsystems, the Basic Transport Protocol (BTP) together with GeoNetworking protocol is 

suitable for VANETs because they mainly designed for ad-hoc specific communications. 

The facilities layer functionality is obtained from the three top OSI layers (Application, 

presentation, and session layers) with modifications devoted specifically to ITS 

subsystems. It includes various functionality supports, such as the addressing mode 

configuration, support for geographical location and time, inter-nodes communication 

handling, different kinds of data provision (e.g. geographical position, current time, etc), 

encoding and decoding messages, and others [78].      

The application layer is in charge of generating Co-operative Awareness Messages 

(CAMs) and Decentralized Environmental Notification Messages (DENM). The former 

messages are sent periodically towards the one-hop neighbors and it carries information 

about the current state of ITS-node (Geographical location, current speed, etc) [79].  

DENM message is sent, over multi-hop links, when an event is detected. Rules that 

determine the broadcasting coverage, frequency of repetition, and halt sending the message 

are defined based on the type of the detected event.  

The security and management aspects are implemented via two vertical cross-layers. 

They are connected to the all horizontal layers. The management entity contains different 

tools that depend on information management base (MIB), e.g. Networking management, 

ITS application management, general congestion control management, etc. The security 

information base (SIB) is employed by the security entity to manage the security aspect of 

horizontal entities in the communication stack, such as protection against intrusion, 

firewall handling, authentication, privacy and confidentiality [80]. 

b) Effort of standardizing  multi-hop data dissemination in C-ITS  

Communication over VANETs is the keystone of many services, including those that 

enable road-safety, infotainment, road efficiency, and autonomous driving. Many VANETs 

services are mainly based on the dissemination of data through the direct wireless ad-hoc 

link (E.g., ITS-G5). It allows communication across a multi-hop link, where some nodes in 

the region of interest act as relays to deliver data packets to the destination nodes. The 

most appropriate method for data dissemination over VANETs is based on a geographical 
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routing scheme, where information packets are targeted to a geographical region called the 

region of interest (RoI). Usually, a source node (vehicle or RSU) can designate a well-

specified Geographic RoI to where data packets should be targeted.  

BTP/Geonetworking is the network/transport layers dedicated for V2V and V2I 

communications over ITS-G5 spectrum band. They are defined to disseminate DENM 

messages. Unlike DSRC/WAVE architecture, the Geonetworking layer defines some 

forwarding strategies to disseminate data for each routing mode. As specified in this 

standard, VANETs involve the subsequent routing modes [51].  

GeoUnicast: GeoUnicast (or simply called Unicast) is a one-to-one type of 

communication, in which data packets are delivered from a source node to a destination 

node over a path composed of multiple hops. Before attempting to send the desired packet, 

the source node has to designate the geographical position of the target node. Figure  2-5 

shows a typical scenario of GeoUnicast. 

 

Figure 2-5 GeoUnicast routing scheme [51] 

GeoBroadcast: This type of geographical routing is established when a source node is 

located outside of the region of interest. As outlined in Figure  2-6, packet propagates from 

hop to another until it arrives to the RoI, and each node inside the RoI forwards the 

received packet. 

 

Figure 2-6 GeoBroadcast routing scheme [51] 
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Topologically-scoped broadcast (TSB): Generally, it is referred to as broadcast. In this 

scheme, a node in the network addresses packets to all nodes inside a geographical 

destination region. Notice that the source node has to be within the region of interest. 

Figure  2-7 shows a typical scenario of using TSB over K-hop ad-hoc link. One-hop 

dissemination is a particular case of TSB, where source node broadcast packets towards its 

immediate neighborhood. In TSB, DENM packets are broadcasted among the RoI as 

included in the packet header. The RoI is represented by the center c( latitude, longitude) 

of the RoI, two distances from c  (a and b), and the azimuth angle. The shape of the RoI 

can be a rectangle, a circle, or an ellipsoid[81].  

 

Figure 2-7 TSB routing scheme [51] 

2.6 Related works on broadcasting protocols in VANETs 

The characteristics of VANETs must be considered carefully in the design of reliable 

broadcast protocols. This section depicts the widely used broadcast protocols to 

disseminate information in VANETs and their specificities in terms of scalability, 

infrastructure requirements, and heuristics used to forward data. We have classified the 

related work based on the size of the region of interest (represented by the number of 

hops). Mainly, we have three types of dissemination protocols: 1) one-hop dissemination 

protocols, 2) k-hop dissemination protocols (k>1), and adaptive dissemination protocols.   

The latter adapts its strategy according to the requirement of the deployed application in 

terms of the size of the region of interest. 

2.6.1 Common problems in data dissemination over VANETs 

The current sub-section presents different issues that can influence data dissemination in 

VANETs such as Hidden terminal, broadcast storm, and network division. 
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a) Hidden terminal 

The hidden node problem is more probably to happen due the lack of RTS/CTS exchange 

in the one-hop broadcast mode. Therefore, when two nodes have the same backoff time, 

the collision is more likely to occur [82]. 

b) Broadcast storm problem 

The broadcast storm problem arises when all vehicles in the network try to transmit blindly 

and synchronously, thus leading to network overloading, collisions, denial of service and 

additional transmission latency due to the high contention between different nodes. This 

problem is more common in flooding-based broadcasting protocols [23].  

c) Network division problem  

Network division happens when the density and the spatial distribution of vehicles in the 

network is not adequate to share information between vehicles. Network division is a very 

prevalent problem in VANETs because vehicles, in the network, are usually dispersed and 

non-uniformly distributed. This generates serious difficulties to deliver information over 

VANET since information cannot be easily exchanged between disconnected clusters [83]. 

To represent this issue, we consider the divided VANET like it is illustrated in the 

Figure  2-8.The information could be shared between vehicles with red color (cluster 1) 

because each red vehicle is at least within the reach of one vehicle that belongs to the 

cluster1. We can say the same thing about the vehicles that make up the cluster 2. 

However, any node from cluster 1 cannot deliver messages to nodes in cluster 2 
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Figure 2-8 Example of network partition problem 

2.6.2 One-hop broadcasting protocols 

One-hop broadcasting protocols are typically proposed to allow neighboring vehicles to 

efficiently and reliably exchange basic information, such as kinetic information. 

Furthermore, hello messages broadcasting acts as the main support for many multi-hop 

dissemination protocols. The main factors that can influence the reliability of one-hop 

broadcast protocols over DSRC and ITS-G5 based wireless channels are vehicle density, 

the radius of the communication range, and the beaconing frequency. 

ETSI proposed Cooperative Awareness Messages (CAM) to allow data broadcasting for 

awareness purposes, such as information delivery for Cooperative awareness use cases. 

According to the triggered event, the broadcasting frequency can be 1Hz, 2Hz, 10Hz, or 

20Hz. The CAM message piggybacks vehicle state information, E.g. Location, velocity, 

and heading. Many works in the literature are provided to enhance safety and awareness on 

the road using periodic hello messages such as CAM messages. Most of them have 

introduced more control to enhance the awareness while keeping channel load at a low 

level. 

ETSI proposed the dynamic handling of CAM messages generation frequency [84]. It 

modifies the CAM broadcasting period depending on the mobility variation, speed, and 
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heading of the sender. This method intends to address the trade-off between the awareness 

accuracy of neighboring vehicles and efficiency. The main draw-back of this method is the 

deviation effect due to the fluctuation of  the beacon interval [85][86]. 

The authors of [87] proposed an adaptive hello messages broadcasting protocol to 

exchange geographical location information between immediate neighboring vehicles. In 

this work, the transmission frequency parameter of hello messages is adapted to improve 

local awareness while minimizing wireless channel load. Authors used two mechanisms to 

adjust the frequency parameter: fast response mechanism and fast repetition mechanism. 

The former is used by a node to immediately notify a new discovered neighbor of its 

existence, whereas the latter is triggered to estimate the velocity and the heading of this 

new neighbor. 

Sommer et al [88] proposed Adaptive Traffic Beacon (ATB) to meet the tradeoff 

between timely dissemination of one-hop hello message and an overload-free radio 

channel. The timely delivery of hello message can increase the local awareness by 

delivering more recent state information, whereas the aim of decreasing message overhead 

is to make the system more reliable. ATB reach this goal by applying two measures, the 

channel quality and the message utility, to determine the hello message broadcasting 

period. ATB determines channel quality through the linear association of three observable 

measures. The first one is the number of collisions (NC) that represent the channel state in 

the past time. The second one is the Signal-to-noise ratio (SNR). Each node in the network 

constantly calculates this metric to derive the actual channel utilization. The last one is the 

number of vehicles in the reach of the transmission range (N), which is derived by 

calculating the number of the received hello messages. This metric allow each node to 

predict the channel access in the close future. The channel quality increases when the value 

obtained from the linear combination of the above-cited metrics decreases. ATB considers 

two metrics to estimate the message utility: 1) the distance between the node and the 

geographical location of the triggered event, 2) the message Age. Both of these metrics 

bring knowledge about message priority. 

Sommer et al.[89] proposed a solution to undertake the obstructed line of sight, 

shadowing phenomena, and signal attenuation (due to the obstacles such as buildings) 

particularly in urban and suburban environments. The authors focused on the improvement 
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of cooperative awareness and safety applications that require data dissemination toward 

one or two-hop neighboring vehicles. Most methods in the literature require all vehicles to 

blindly forward each received message to increase awareness or by engaging RSUs in 

intersections to avoid the obstructed line of sight. Through comprehensive network 

simulation, the authors demonstrate that the awareness of vehicles can be significantly 

enhanced by replacing the RSUs with parked vehicles to act as forwarders. However,  

In[85], Authors have designed a POSition-ACCuracy (POSACC) based adaptive 

beaconing algorithm. POSACC combined three distinct handling methods to ensure 

location precision and transmission reliability while keeping the transmission overhead and 

latency within the cooperative safety applications requirements range.  POSACC adjusts 

the beacon transmission rate and transmission power based on the vehicle mobility and the 

minimum size of the contention window according to neighborhood table information. 

POSACC decreases the beacon transmission rate when the mobility of the vehicle is low to 

mitigate the channel overhead and minimize interferences. By contrast, when the mobility 

is high, the beacon transmission rate is increased to maximize position accuracy. The 

transmission power adaptation method adjusts the transmission power of the vehicle to 

increase the successful reception probability. The probability of collision is directly 

proportional to the number of neighbors N within the communication range of the 

transmitter. However, it is possible to reduce it by defining the minimum size of the 

contention window CWmin according to the value of N. In order to achieve this, POSACC 

introduces a linear function that adapts the size of CWmin based on the value of N.  The 

drawback of POSACC is the lack of a mechanism to control the maximum contention 

window size CWmax. 

2.6.3 Multi-hop broadcasting protocols 

Multi-hop broadcast protocols are generally classified based on where the decision on the 

status of nodes (relay or not relay) is made. Namely, they are classified into sender-based 

and receiver-based. In the sender-based approaches, the sender node explicitly selects the 

next set of relay nodes. By contrast, in the receiver-based solutions, the decision on 

rebroadcasting the received packet is made at the receiver node. 

In this section, we detail and discuss a set of recent sender-based and receiver protocols. 
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a) Sender-based protocols 

In [90], a new link metric named expected progress distance (EPD) is provided by 

combining the distance from the current sender to the receiver in the next hop and the link 

quality. To minimize the effect of the path loss, and hence keeping the link quality, the 

sender considers only nodes that have a distance from it less than a predefined maximum 

distance as candidates. Then, from the list of candidates, the sender selects the node with 

the highest EPD as the next forwarder. The EPD measures the packet error rate (PER) for 

both sender-receiver (SR) and receiver-sender (RS) links. PER of SR link is returned by 

the neighboring nodes through the exchange of beaconing messages, whereas the PER of 

RS link is calculated at the receiver side. Therefore, the loss of a beacon message can 

negatively affect the selection of the next forwarding node.  

Aiming to optimize bandwidth utilization and guarantee reliable and timely warning 

message reception, a sender-based forwarding mechanism to broadcast warning messages 

over a multi-hop path in VANETs was presented in [91] and it is termed enhanced 

selective forwarding scheme. In this method, the farthest nodes that have a lower speed 

difference with the sender are likely more suitable to become relay-node in the following 

hop. The performance evaluation of the selective scheme proved that the end-to-end delay, 

the packet delivery ratio, and the broadcast saving were improved considerably. However, 

the simulation experimentation was limited to the highway environment. 

In [92], Wu et al. designed a fuzzy-based dissemination protocol (FUZZBR). It uses a 

fuzzy logic approach to select an optimal subset of forwarding vehicles by combining three 

metrics: the distance between vehicles, vehicles' mobility, and received signal strength 

(RSSI). FUZZBR also engages a lightweight retransmission mechanism to recover the loss 

of packets with minimum overhead. The main issue of this protocol is that it does not 

consider the MAC layer contention time in the forwarders selection process, which could 

produce inefficient dissemination in high vehicle density scenarios. 

A greedy and sender-based scheme, called multiple candidate relays opportunistic 

broadcast protocol (MCROB), was suggested in [93] to timely deliver packets to the 

recipient nodes by dynamically scheduling the forwarding nodes. The MCROB protocol 

intends to avoid collisions by adaptively assigning a back-off time to the forwarding 
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candidates before broadcasting the received packet. The back-off time is calculated 

according to a priority weight attributed to each candidate by the sender node. The 

forwarding candidates and their priorities are determined based on a new metric referred to 

as transmission speed (ETS). Furthermore, ETS was used to evaluate the timely delivery 

feature. Unlike end-to-end delay metric, ETS considers the distance between the sender 

and the receiver to determine the transmission speed. MCROB intended to decrease 

transmission latency by actively adjusting the back-off timer of each node according to its 

priority. Besides, a recovering mechanism by means of retransmissions is used to improve 

the packet delivery ratio. 

Celimuge et al. [24] designed a path diversity scheme to deliver data with low end-to-

end delay and high reliability. In the designed protocol, two paths are used to deliver 

packets over the network. In each hop, the sender node selects two nodes: relay node and 

auxiliary node. Both of them rebroadcast the received message. However, the task of 

selecting the next relay is exclusively assigned to the relay node. Although high coverage 

capability is potential when using a path diversity scheme, the dissemination of messages 

over two paths can lead to an additional channel overload. 

Rehman et al. [94] proposed a Bi-Directional Stable communication schema (BDSC). It 

depends on bidirectional neighborhood-based link quality measure and geographic-greedy 

heuristic to establish the forwarding schema. BDSC is designed to enhance the coverage 

capability, packet ratio delivery and end-to-end transmission delay over high vehicle 

density scenarios. An exchange of beacon messages in association with lightweight 

implicit acknowledgment mechanism is used to estimate the link quality between source 

vehicle and its one-hop neighbors. As indicated by the Nakagami Fading Channel model, 

the further away is the receiver from the source vehicle, the more complicated for that 

receiver to decode correctly the received signal [12]. Consequently, BDSC protocol 

excludes, from the set of forwarding candidates, the vehicles that have a distance from the 

source vehicle higher than dmean, where dmean is the mean of Euclidian distances from the 

sender to each one-hop neighbor. The fundamental issues of this protocol lie in the way 

that it does not consider the distance between the candidates, which could lead to the 

selection of relay-nodes that cover the same area. Moreover, it does not take into 

consideration past observations to calculate the current link quality. 
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Focusing to improve single criterion based multi-hop broadcast scheme, Rehman et al. 

[91] proposed the idea of hybrid relay-nodes selection. The forwarding strategy of 

traditional sender-based approaches is generally built around a single criterion to select the 

next set of forwarders. For instance, if the farthest distance heuristic (FD) is used; the 

sender selects a group of forwarding nodes, which fall far away from it while the nearer 

ones can be dropped.  As a result, the selected forwarders likely generate bit similar 

performance outcomes.  In order to fill this gap, Rehman et al proposed to together use two 

mechanisms: hybrid FD and hybrid LQ × d to efficiently distribute data in VANETs. 

Discussion on Sender-based protocols 

Table  2-4 summarizes the main characteristics of sender-based multi-hop broadcasting 

protocols. The comparison is based on six classes of measures: broadcasting mechanism, 

the transmission frequency of beacon messages, treated problems, the required 

infrastructure, and preservation of vehicle anonymity. We note that most protocols use at 

least two metrics in their forwarding strategies.  The main difference between them resides 

in the approach used to combine these metrics. For instance, EPD and FUZZBR protocols 

use the farthest distance and link quality to select relay nodes. EPD linearly combines these 

two metrics, whereas FUZZBR uses a fuzzy approach to combine them. Furthermore, the 

link quality metric in EPD is estimated through the exchange of the hello messages. 

Instead, in FUZZBR, the link quality is estimated by using the RSSI. Besides, all protocols 

require the transmission of beacon messages to be transmitted with high frequency. Indeed, 

the relay-nodes selection process in sender-based protocols is based on topological 

information, and their performance depends on the accuracy of such information. Thus, the 

beaconing messages have to be timely broadcasted to deal with the frequent changes in the 

network topology. Finally, the anonymity of vehicles is not conserved because the 

identifier of each vehicle is included in the hello messages.  
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Table 2-4 Summary of the relevant sender-based broadcast protocols in VANETs 

 

Protocol Broadcasting mechanism TF-BM Treated problems  MI AV 

FD MD CEB CB LsB LqB MB Bs IC HT 

EPD [90]  
Yes No No No No Yes No High Yes No No GPS 

Not 

Conserved 

FUZZBR 

[92] 
Yes No No No No Yes Yes High Yes Yes No GPS 

Not 

Conserved 

MCROB [93] 
Yes 

No No No No No No 
High Yes No No GPS 

Not 

Conserved 

Celimuge et al. 

[24] 
Yes 

No No No No No No 
High Yes No No GPS 

Not 

Conserved 

BDSC [94] 
Yes No No No No Yes No High Yes No No GPS 

Not 

Conserved 

Hybrid [91] 
Yes No No No No Yes No High Yes No No GPS 

Not  

Conserved 

TF-BM Transmission Frequency of Beacon Messages, MI Modules and Infrastructure,AV Anonymity of Vehicles.FD Furthest 

Distance, MD Minimum Distance, , CB Clustering-Based, CEB Centrality-Based, LsB Line-of sight-Based, LqB Link-quality-Based, 

MB Mobility-Based, Bs Broadcast storm, IC Intermittent Connection, Hidden Terminal. 

b) Receiver-based protocols  

The counter-based technique is proposed in [23]. The protocol uses a one-hop traffic-aware 

mechanism to reduce redundancy and concurrent access. Accordingly, when a node 

receives a message, it applies a random back-off time. During this period, the node counts 

the number of duplicate messages retransmitted by its one-hop neighbors. After the 

expiration of the back-off time, the node broadcast the message only if the calculated 

number of the listened messages during the waiting time is less than a predetermined 

threshold Cthr . 

In [23] the authors proposed the distance based multi-hop broadcast protocol. This 

mechanism is based on the distance heuristic. Accordingly, if node A is very close to its 

neighbor node B, there is little additional coverage when node B will be the next 

broadcaster node. By contrast, if node A is far away from the node B, the extra coverage 

will be wider. Consequently, when the node B receives at the first time a message, it takes 

the broadcast decision of this message based on the distance between it and the node A. 

When this distance is lower than a predefined threshold (Dthr), the node B prevents the 
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rebroadcasting of the received message. Otherwise, the node B rebroadcasts the received 

message after the timeout of a random delay, providing the same message has not been 

received from another node C where ||BC|| ≤ Dthr (Dthr is the distance threshold value). 

Variants of counter-based and distance-based schemes were proposed in [31] .Figure  2-9 

shows the extension of these two schemes as defined by Tores et al. [31]. 

In [95] the authors designed Backfire scheme. Backfire scheme combines the farthest-

distance and the minimum-distance heuristics to decrease the message overhead and hence 

this allows avoiding possible collisions.  

Torres et al. [31] proposed a counter-adaptive dissemination schema named the 

Automatic Copies Distance Based broadcasting schema (ACDB). ACDB adjusts the values 

of its parameters to the variation of the traffic density. Specifically, the redundancy 

threshold and the maximum waiting time vary as needed when the number of one-hop 

neighbors changes. The density is estimated by using the neighborhood table and the 

number of queued packets in the MAC layer. The researchers overcame the excessive 

retransmissions problem in high-density scenarios by proposing to increase the value of the 

maximum waiting time and decreasing the value of the threshold. 

In [41], Martinez et al. proposed a new distance-based broadcast scheme named the 

Enhanced Street Broadcast Reduction Scheme in Real Maps (eSBR). It improves the 

distance-based broadcast protocol to ensure the timely delivery of safety messages over 

urban VANETS. The proposed solution is based on some network information such as city 

structure to guarantee intelligent broadcasting. The drawback of this broadcast protocol is 

that interference and collisions are more probably to happen due to the lack of a 

mechanism against synchronous rebroadcasts. 

Slavik et al. [29] designed a Distribution-Adaptive Distance with Channel Quality 

(DADCQ) protocol to address the need for the broadcast communications in VANETs. 

DADCQ protocol is based on the distance-based broadcast schema to choose the relay 

vehicles. The performance of distance-based broadcast schema widely depends on the 

estimation of the distance threshold value. But, it is hard to get an optimal value that deals 

with the tradeoff between efficiency and coverage capability. Typically, three factors affect 

the ideal value of the distance threshold, namely, traffic density, vehicles‘ spatial 

distribution, and the quality of the communication medium. These three factors summarize 
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the main network characteristics that influence the performance of the broadcast protocol. 

The proposed protocol uses a threshold function that adapts its value to the variation of 

these three factors. The main disadvantage of DADCQ is the lack of a mechanism for 

recovering the lost packets. 

 

Figure 2-9 Extension works of Counter-Based and Distance- Based broadcast Protocols. 

Korkmaz et al. proposed the Urban Multi-Hop Broadcast protocol (UMB) [96], which 

was intended to undertake the broadcast storm problem in urban VANET when the vehicle 

density is high. UMB requires the presence of Road-Side-Units (RSUs) at all intersections 

of the region of interest. This setting allows the propagation of the broadcasted message 

among all directions of each road. The RSUs have an enhanced line-of-sight when the 

network contains some obstacles such as tower buildings. In UMB, each relay node 

chooses the most distant neighbor vehicle within its communication range to broadcast 

data. Due to its reliable strategy, based on the line-of-sight and the farthest distance 

heuristics, UMB performs better in terms of efficiency and reachability in high traffic 

densities. The disadvantage of UMB is that it requires the presence of the RSUs at all street 

crossing points, which cannot always be possible. 

Viriyasitavat et al. proposed the Urban Vehicular Broadcast (UV-CAST) protocol [22]. 

This is a broadcast-routing-level scheme that deals with the network fragmentation and 
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collision problems in urban VANETs. The deployment of this solution is mainly based on 

two subroutines: store-carry-and-forward subroutine (SCF) and broadcast storm 

suppression mechanism (BSSM). UV-CAST introduced the store-carry-and-forward as a 

mechanism for recovering lost messages and connection disruption. This regime relies on 

the definition of the perimeter vehicles in the connected zone. UV-CAST supposes that the 

perimeter vehicles have a higher likelihood of encountering new neighbors. Therefore, 

these vehicles keep each received message in a local buffer and forward the saved message 

whenever they detect a new neighborhood vehicle. However, when a set of perimeter 

vehicles detects a not received message, they immediately proceed to send this message 

without any coordination. Consequently, redundant transmissions are highly increased. To 

solve this issue, UV-CAST introduced more coordination between SCF-vehicles and their 

immediate neighborhood by including the identifiers of newly received messages in 

periodic hello messages. With such a notification method, SCF-vehicle can take a decision 

on transmitting the message when it receives a hello message from the neighboring 

vehicle. The BSSM used in UV-CAST follows an intersection-based strategy. 

Accordingly, the intersection vehicles, in UV-CAST, have higher probability to become 

relaying nodes. Generally, the vehicle density around intersections is higher than non-

intersection regions. Consequently, when an intersection-vehicle transmits a message, it 

reaches large number of vehicles. 

In [97], Tonguz et al. proposed a new VANET reactive broadcast protocol named a 

Distributed Vehicular broadCAST protocol for vehicular ad hoc networks (DV-CAST). It 

disseminates the messages in highway VANET based on the neighborhood topology data. 

DV-CAST takes into consideration the various kinds of traffic conditions. It includes three 

noteworthy functions. Namely, one-hop neighborhood detection function, broadcast 

concealment mechanism, and store-carry-and-forward mechanism. One-hop topology 

information is used to estimate the current vehicle density in the road network. In a high 

vehicle density scenario, DV-CAST applies the broadcast concealment mechanism, where 

a vehicle broadcasts the message with a probability p directly proportional to the distance 

between this vehicle and the one-hop sender (Weighted p-Persistence forwarding heuristic) 

[98]. By contrast, if the traffic density is low, DV-CAST uses the store-carry-and-forward 

mechanism to deliver the received message across the disconnected clusters. The drawback 
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of DV-CAST specifically lies in the scalability factor. It is only designed to operate in 

highway scenarios. 

Villas et al. [83] suggested a novel Data dissemination pRotocol In VEhicular networks 

(DRIVE). DRIVE is a scalable protocol that works under different traffic densities and also 

over both urban and highway scenarios. Unlike the most existing broadcast protocols, 

which handle the broadcast storm issue in well-connected VANETs, DRIVE is designed to 

operate under any traffic conditions, including network partition scenarios. In high traffic 

density, DRIVE assigns the broadcast task to the vehicles inside a special forwarding zone 

called the sweet spot. To this end, the communication range of each sender is divided into 

four equal zones and one sub-region in each zone is designed as a sweet spot. The vehicles 

inside a sweet spot are most appropriate to forward data. Namely, among all vehicles 

within the communication range of a sender, the broadcast by a single node inside the 

sweet spot is sufficient to successfully delivering data. In low traffic density, where the 

network is likely partitioned, DRIVE delegates the task of disseminating data across 

network partitions to the vehicles that are outside the area of interest. The main drawback 

of DRIVE is the use of a backoff timer, which could increase the end-to-end delay. 

Ravi et al. [14] assessed the random behavior of the traffic flow to determine the ability 

to build a multi-hop path over V2V communication links in VANET. The traffic flow data, 

which was collected from a two-lane highway, has shown that the arrival rate of vehicles 

obeys to the Poisson distribution law, and the E2E connectivity obeys to the binomial 

distribution law. Furthermore, the authors of this work proposed a stochastic multi-hop 

broadcasting method that takes into consideration the aforementioned distributions in the 

design of the new schema. Besides, Ravi et al. evaluated the connectivity between vehicles 

in the network by the M/M/1 queuing theory. They show that the connectivity relies on two 

factors: the spatial distance between vehicles and the number of V2V paths in the highway 

scenario. 

Zhang et al. Designed a Concurrent Transmission based Broadcast protocol (CTB) [99]. 

CTB uses the receiver based schema wherein vehicles within the communication range of 

the current sender contend to be the next rebroadcaster in a fully distributed manner. To 

determine implicitly the most appropriate forwarders among the immediate neighbors of 

the current sender, each neighbor vehicle establishes a priority-based back-off timer when 
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they receive the first copy of the disseminated message. However, the accumulated back-

off time from hop to another could increase significantly the end-to-end delay. To solve 

this issue by CTB, the shape of the communication range is segmented into a certain 

number of parts and only vehicles within the same part contend between them to transmit 

the received message. In this manner, CTB could decrease the one-hop back-off time, 

which could reduce considerably the total end-to-end delay.   

Summary on receiver-based multi-hop broadcasting protocols 

Table  2-5 summarizes the main characteristics of the receiver-based multi-hop 

broadcasting protocols presented above. We note that most authors focus on the heuristics 

associated with the broadcasting strategy because the coverage capacity of any protocol 

directly depends on these heuristics. As outlined in Table  2-5, UMB, UV-CAST, DV-

CAST, DRIVE, and CTB are based on the farthest distance heuristic. The main difference 

between them is in their scalability. DV-CAST is designed to work exclusively in highway 

scenarios, UMB and UV-CAST, and CTB are designed for urban scenarios, whereas 

DRIVE adapts its strategy to both highway and urban scenarios. We also notice that 

Distance-based, eSBR, and DADCQ are based on the minimum-distance-based strategy. 

Namely, they keep a minimum distance between the selected relay nodes to avoid 

redundant transmissions. As shown in Table  2-5 many authors have proposed new 

heuristics to enhance the broadcast coverage capabilities. For instance, link quality and 

signal strength heuristics are proposed in recent works. We also see that among all 

presented protocols, eSBR is the only one that uses road-network-topology-based strategy. 

However, eSBR is prone to collisions and interference due to the lack of a mechanism to 

avoid synchronous transmissions. In terms of anonymity preservation, almost all these 

protocols meet this requirement because the receive-based scheme is not dependent on the 

transmission of beaconing messages to select relay nodes. 
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Table 2-5 Summary of the relevant receiver-based multi-hop broadcast protocols in 

VANETs 

Protocol Broadcasting mechanism BM Problems treated MI AV 

FD MD CEB CB LsB LqB MB NDP Bs IC HT   

Counter-Based 

[22] 

No No No No No No No Yes No Yes No No - Conserved 

Distance-based 

[22] 

No Yes No No No No No No No Yes Yes No GPS Conserved 

Backfire 

scheme [85] 

Yes Yes No No No No No No No Yes No No GPS Conserved 

ACDB [30] No No No No No No No Yes Yes Yes No No - Conserved 

UMB [86] Yes No No No Yes No No No No  Yes Yes GPS, RSU, 

Map 

Conserved 

DV-CAST [87] Yes No No No No No No No Yes Yes Yes No GPS Conserved 

UV-CAST [21] Yes No No No Yes No Yes No No Yes Yes No GPS Conserved 

DRIVE [89] Yes No No No No No No No No Yes Yes No GPS Conserved 

eSBR [41] No Yes No No No No No No No Yes No No GPS Conserved 

DADCQ [28] No Yes No Yes No No No No Yes Yes No No GPS Conserved 

CTB [92] Yes No No No No No No No Yes Yes No No GPS Conserved 

BM Beacon Messages, MI Modules and Infrastructure,AV Anonymity of Vehicles.FD Furthest Distance, MD Minimum 

Distance, NDP Number of Duplicate packets, CB Clustering-Based, CEB Centrality-Based, LsB Line-of sight-Based, LqB Link-

quality-Based, MB Mobility-Based, Bs Broadcast storm, IC Intermittent Connection, Hidden Terminal. 

2.6.4 Adaptive broadcasting protocols 

According to our observations, the work of Tian et al. [100] is the only one that provided 

an adaptive scheme. Tian et al. designed a distributed Position-Based protocol for 

emergency messages broadcasting in VANETs. Because each type of emergency message 

has a specific zone of interest (ZoI), it is important to select the adequate broadcast 

direction and the number of hops required to deliver each message to its appropriate ZoI. 

Consequently, the authors have designed a protocol that adapts the broadcast schema 

according to the type of emergency message. It minimizes sufficiently network resources 

consumption and improves broadcast reliability because it disseminates exactly emergency 

messages across their zones of interest. However, this protocol is designed only for 

emergency-oriented applications. 
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2.7 Conclusion 

As we have already discussed and compared different data dissemination solutions 

in   2.6.3, this conclusion provides just a summary of this chapter. 

In this chapter, we have started by giving a short description of VANETs, including 

their main characteristics, the typical architecture, and the basic applications set. Next, we 

presented the efforts of standardization in the USA (WAVE standard) and EU (C-ITS 

standard) to support different communication types among vehicles and infrastructures.  

According to our observations, the WAVE architecture delegates the multi-hop data 

dissemination to the well-known IP protocol, whereas the ITS architecture involves some 

standards and protocols to assist data dissemination tasks. 

The last part of this chapter reviews different techniques of data broadcasting in 

VANETs. We classify data broadcasting techniques from the perspective of the required 

number of hops to cover the region of interest. Namely, we classify them into one-hop 

broadcasting protocols, multi-hop broadcasting protocols, and adaptive broadcasting 

protocols. 

In the next chapter, we address a specific case of multi-hop data dissemination in 

VANETs, which is video streaming. 
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Chapter 3 A state of art of video streaming over 

VANETs 

Several basic problems negatively affect video streaming. Video streaming over VANETs 

is a difficult task because of the frequent change in topology, disconnected clusters, 

dynamic density, and channel fading. Thus, it yields no guarantees on the quality of service 

required by video streaming (latency, jitter, and delivery rate). Precisely, these features are 

unknown and dynamic in VANETs. Accordingly, the main aim of video streaming over 

VANETs is to design reliable solutions to deliver high-quality video while dealing with 

above cited VANET problems. In this chapter, we concentrate on the basic concepts of 

video streaming and different routing and recovery approaches to distribute video content 

over VANETs. 

3.1 Video streaming definition 

The primary purpose of video streaming is to divide the video into portions, send these 

portions in sequence, and allow the intended receivers to decode and playback the video 

sequence when a block of video is received, without being required to wait for the 

complete video to be received [101]. Video streaming can be designed to incorporate the 

following steps: 

1) Dividing the encoded video into packets. 

2) Beginning the transmission of these packets. 

3) Decompressing video and starting the playback at the receiver node even if the sender 

has not finished delivering the complete video sequence. 
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Unlike video download, where all video packets must be delivered before the beginning 

of the playback, video streaming allows synchronization between distribution and playback 

of the video.  In video streaming, there is habitually a little waiting time (on the scale of 5-

15 seconds) between the start of the transmission and the start of video viewing at the 

receiver.  

3.2 Formal expression of video streaming 

More accurate knowledge can be obtained by expressing the video streaming problem 

through a formal description. Let Int be the time interval between consecutive viewed 

frames. Several frames have to be delivered and decompressed by the playback time. 

Consequently, the sequence of video frames has its strict timeout of 

delivering/decompressing/viewing: 

- The frame number i has to be received and decompressed at Ti time. 

- The frame number i+1 has to be received and decompressed at Ti+ Int  time. 

- The frame number i+k has to be received and decompressed at Ti+ k*Int  time. 

Any frame delivered after its time to leave (TTL) will be needless at the receiver side. 

More precisely, any frame that is received behind its decompressing and viewing timeout 

will not be viewed. The main aim of video streaming is to satisfy the constraints defined by 

the aforementioned formal description. 

3.3 Video transmission characteristics  

In this section, the common features of video streaming are detailed.  

 Video traffic is bursty 

The bursty feature of video streaming is due to the form in which video is encoded. 

Encoding techniques used by MPEG and AVC organizations engage the Delta 

encoding method. This technique encodes pixel value by calculating the difference 

between consecutive samples instead of the pixel value itself. Thus, video is 
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compressed, stored, and transmitted as a sequence of frames piggybacking only the 

motion components instead of complete frames. Depending on the difference 

between two consecutive frames and level of motion, encoded frames can 

considerably differ in size. Figure  3-1 depicts delta video encoding [20]. 

An I-frame is compressed by exploiting the similarity between neighboring 

blocks in the same image.  

A Predicted frame (delta-frame or P-frame) keeps only the variations in the 

picture compared to the previous frame. For instance, the static pixels are not 

included in the P‑frame, thus providing a picture compressed at a high rate. 

A Bi-predictive frame (B‑frame) is more compressed than I-frame and P-frame. 

It employs the differences between it and the previous and next frames to define the 

compressed content. 

Figure  3-2 illustrates the size of different frame types [20]. The size of I-frame is 

typically between 1024 bytes and 1518 bytes, whereas the one of P-frame and B-

frame is in the range of 128 to 256 bytes.  

 

 

Figure 3-1 Bursty feature of an encoded video with Delta mechanism.  

 

 

Figure 3-2 Typical sizes and bitrate of different types of frame. 
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-  

 Video packets can be quite large  

Video streaming requires encoded packets to include a payload of large size. As a 

result, they hold a larger part of the available transmission slots, which leads them 

to be more prone to collisions. 

3.4 Routing solutions for Video broadcast in VANETs 

The routing solutions are used to create and update paths between source and destination 

nodes to deliver video packets with adequate quality. Broadcast aims to distribute data to 

all nodes within a region of interest. This section reviews the most recent routing solutions 

for video broadcasting in VANETs. 

An efficient broadcast scheme, named VOV, was proposed in [45]. It combines the 

Distance-Defer-Transfer mechanism (DDT) and geographical-based approach. When a 

node receives a new message, it first determines whether its neighbors are within the 

transmission range of the sender. If this is the case, it simply saves the received message. 

Otherwise, the node triggers a timer for possible future rebroadcasting. VOV calculates the 

waiting time by determining the forwarding zones of the sender by using kinetic 

information. The nodes inside the forwarding zone initiate a shorter waiting time than the 

nodes located outside. Thus, VOV ensures that the nodes within the forwarding zones are 

best suited to rebroadcast the message. 

In Reactive, Density-Aware and Timely Dissemination Protocol (REACT-DIS) [102], 

the decision of a node to become a rebroadcaster is based on the number of retransmissions 

of the same packet that have been heard during the waiting time. The waiting time is 

calculated using the geographic-greedy approach, in which a node located farther away has 

a shorter waiting time than one at a closer distance. In this manner, nodes that wait a short 

time are likely to have a high probability of receiving a small number of duplicates, 

making it more convenient to retransmit the received packets. Starting from the assumption 

that the expected additional coverage area of the scheduled node decreases when the 

number of duplicates increases, REACT-DIS follows a probabilistic density aware scheme. 

Specifically, when the waiting time expires, nodes try to rebroadcast the packet with a 
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probability that exponentially decreases with the number of duplicates. To ensure timely 

delivery, REACT-DIS also maintains the relaying status during a window time instead of 

repeating the relay node selection process for each transmission. 

Bradi et al. [48] proposed a solution named efficient VIdeo streaming over COgnitive 

radio VANETs (ViCoV), a video distribution method that disseminates different kinds of 

content in high dynamic topology networks and under different traffic densities. ViCoV 

chooses the most reliable Cognitive Radio channels to broadcast the data. Besides, it 

accurately selects a minimum number of nodes as forwarders to decrease collisions and to 

deliver video with high quality.  ViCOV chooses The CR channels based on their 

accessibility across time. Furthermore, the set of forwarders is elected by considering the 

centrality of each node in the network. The decision to become a relay vehicle is based on 

a new centrality heuristic termed dissemination capacity. This heuristic provides high data 

delivery. It is designed to deal with the tradeoff between efficiency and reliability. 

However, VICOV doesn't consider the vehicles‘ spatial distribution factor in the relay 

vehicles selection process. 

Rezende et al. proposed a solution named REDEC [103]. REDEC tackles the difficulty 

of distributing video packets with large sizes over high dynamic V2V multi-hop links. The 

challenges of satisfying video streaming strict prerequisites across a network with a 

frequently changed topology are addressed in this work. REDEC is a reactive approach in 

which the process of relay node election is separated from video content dissemination. 

This method exploits the reactivity of the receiver-based class where the decision of a 

vehicle to become a passive or active node is conducted at the receiving vehicles. Video 

packets are constituted of a large quantity of data and they are transmitted at a high data 

rate; this causes too many problems in the capacity of the receiver-based approach to limit 

redundant transmissions and to select relay nodes that have high coverage capabilities. For 

these purposes, REDEC substitutes the perspective of choosing new relay nodes per each 

transmitted packet to a time frame instead. Besides, it accomplishes the relay node election 

by periodically broadcasting control messages rather than performing relay-nodes selection 

task when the video is transmitted. In this manner, when video packets are broadcasted, 

each vehicle implicated in the dissemination has to check its current status assigned within 

the transmission of the control messages. 
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Quadros et al. proposed the Quality Of experience-driven REceiver-based approach 

(QORE) [104]. In order to keep the awareness of both quality of service and quality of 

experience parameters during the forwarding process, QORE is combined with the farthest 

distance receiver-based broadcast mechanism. The QORE strategy points to choose 

forwarders that can keep up better video quality from the point of view of the end-user. 

Therefore, when a vehicle receives a flow of video packets during a window time, a QoE 

function is calculated to determine the impact of the distorted packets on the quality of the 

received flow. Furthermore, The QoE function is added to the geographic position 

parameter to determine the suitability of the vehicle to become a forwarder. In this manner, 

QORE could handle the capacity of relay vehicles to deliver the video with high QoE and, 

at the same time, guarantee a better broadcast reachability. 

Benmir et al. designed, in [105], a geographic-based routing protocol for video 

streaming in VANETs (GeoQoE-Vanet ). In GeoQoE-Vanet, the forwarding nodes are 

selected according to the QoE factor. The decision of a node on whether or not to forward 

a packet is based on geographical location, heading, mobility, link volatility, packet loss 

rate, end-to-end delay, and jitter. The performance evaluation indicated that GeoQoE-

Vanet outperforms GPSR and GPSR-2P protocols in terms of MOS, PSNR, and SSIM. 

3.5 Error control and recovery  

This section details the error control and recovery methods according to the taxonomy 

defined in Figure  3-3 

 

Figure 3-3  Taxonomy of error recovery for video streaming 
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3.5.1 Data level solutions 

Data level solution is mainly classified into error concealment solutions, frames 

orchestration based solutions, redundancy-based solutions, and bursty-problem-related 

solutions.  

a) Error concealment solutions 

The error concealment is an error recovery method designed to recover a lost block of a 

video frame by simply replacing it with a region extracted from another frame in the same 

video sequence [106][107]. This method does not require any interaction with the sender 

because it is applied at the receiver side. For instance, some decoder replaces the not 

decoded frames with the last successfully decoded frame. The error concealment 

minimizes the message overhead and the latency because it overcomes errors without using 

any handshaking or redundancy. However, the error concealment creates some distortion 

in the decoded video. 

b) Frames orchestration based solutions 

Typically, Frames orchestration based techniques are broadly classified into Layer Coding 

and Multiple Description Coding. 

 Layer coding  

In the layer coding technique [108], the sequence of frames is organized into 

multiple levels. The first level is called the base layer, and it includes frames of 

types I and P. The other levels are named enhancement layers, and they comprise 

B-frames. Figure  3-4 illustrates a typical layered structure generated by layer 

coding approach. We note that the base layer contains the most important frames, 

whereas the enhancement layers include less important frames that can be discarded 

when the network is overloaded.  
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Figure 3-4 Two layers coding structure [109] 

 Multiple Descriptions Coding (MDC) 

In MDC [110], the sequence of frames is fragmented into n sub-sets that are 

commonly referred to as descriptions. In contrast to layer coding, which suffers 

from variation in layers influence levels, all descriptions in MDC have the same 

level of importance. Receiving a single description is sufficient to provide an 

acceptable video quality. However, the joint decoding of multiple descriptors can 

significantly enhance the quality of the video. For instance, in Figure  3-5, the 

quality of the video stream obtained by receiving descriptions D1, D2, and D3 is 

better than the one obtained through jointly decoding D1 and D2.  

 

 

Figure 3-5  Multiple Descriptions Coding [109] 
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c) Redundancy-based solutions 

In MPEG and H26X codec families, if a frame of type I or type P is dropped, the receiver 

node cannot decode the following frames in the GoPs even if they are well-received. 

Accordingly, a failure of receiving a single frame can lead to an immense influence on 

video quality at the decoder side. We can cope with this problem by using Redundancy-

based techniques. Redundancy-based solutions can either be classified according to the 

function used to encode the data, such as linear coding (LC) and XOR functions 

[111][112], or based on where to encode data, e.g.,  Forward Error Checking (FEC), 

Erasure Coding (EC), and Network Coding. 

 Linear coding (LC) 

In Linear Coding (LC) [113], the inputted data is divided into pieces, and each 

piece is then divided into data units. Besides, coded packets are further generated 

from the data units. Each coded packet is a linear combination of preselected 

coefficients and two or more data units. The encoder should send together the 

coefficients and the generated packet to allow the decoder on the receiver side to 

resolve the linear combination. Different LC schemes are typically classified based 

on how they select coefficients to generate the encoded packet.   

Random Linear Coding (RLC) [111] is based on the random generation of its 

coefficients to encode data; this has the advantage of enabling a fully distributed 

handling while keeping very low complexity. A piece of the original video stream 

is only fully decoded when all involved packets are received. Therefore, if the 

transmission delay taken to receive the required number of packets for correctly 

decoding the piece is high, the average latency could be excessive. Furthermore, the 

use of RLC for video streaming lead each set of encoded packets to be generated 

from one video block, which alters the nature of packet loss [114]. 

 XOR-based coding 

Exclusive OR (XOR) is useful for combining arrays of specific data into a single 

array that can then be used to collect the original data at decoders [115]. The 

techniques that use XOR functions vary primarily in terms of the number of 
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fragments distribution and the specific parts used to compose encoded data. LT 

Code [116] [117] and Tornado Code [118], as well as Raptor Code [119], are 

examples of well-known coding methods based on the XOR function. These coding 

methods are intended to receive the entire original data content and are more 

suitable for networks with lower packet loss rates. In a lossy network, such as a 

VANET, coding functions that allow data decoding from partial data reception are 

needed [120]. 

 FEC  

FEC [121] aims to add redundant data that can be used to restore lost data in an 

unreliable UDP/RTP-based video streaming. For instance, to deal with data losses 

in unreliable communication, FEC basically uses an encoding technique that 

generates I data packets from J data packets, where I-J is the number of redundant 

packets. For certain coding functions, if assuming that J packets of the I transmitted 

packets are received without errors, the original data can be decoded. However, the 

additional data increases the message overhead. Coding functions used in FEC can 

be broadly classified into two classes: the first class uses linear coding to generate 

redundant data (e.g., linear coding), while the second one applies bit by bit 

transformation, such as exclusive-OR function (XOR).   

 EC 

EC is an extension of FEC  [122] that uses a coding technique, such as linear 

coding (LC) and XOR coding, to generate redundancy in the video stream. Namely, 

EC combines k packets (k>=2) through a function f(p1,p2,...,pk) to provide EC 

packet. In Figure  3-6, f(a,b), f(b,c) and f(c,d)  generate EC1, EC2, EC3 packets, 

respectively. For example, if  EC1 and EC3 are well received, we can decode them 

to generate all packets (a, b, c, and d packets).  
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Figure 3-6  Erasure Coding 

 

 Network coding (NC) 

A relevant feature of wireless networks, including VANETs, is that communication 

medium is shared between neighboring nodes. This characteristic allows the 

neighboring vehicles to receive each transmitted packet at the same time. Many 

data dissemination solutions exploit the redundant broadcasts by neighbor vehicles 

that can communicate within the same wireless medium. Network Coding is one of 

these solutions. 

Network Coding (NC) in wireless networks, and especially in vehicular 

networks,  is intended to efficiently use the shared wireless medium by asking relay 

nodes to re-encode the received packets before forwarding them [123] [113]. In this 

manner, the not useful transmission of duplicate packets can be reduced 

significantly.  

For instance, we consider relay-node n receives the set of packets {p1, p2... pk} 

required to decode an entire block. Rather than straight forwarding them as 

received without any modification, it decodes them and re-encodes the decoded 

block into a new set of packets by employing a coding function E to use the shared 

channel efficiently. Therefore, each relay node can likely generate packets with 

different content, which decreases the amount of redundant transmission. NC 

methods generate high diversity through the different packets encoded at each 

relay-node, which allows the recipient nodes to gather original data instead of 
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duplicate packets.  The coding function E can be either based on XOR or random 

linear coding (RLC), but the latter is more appropriate to NC. Indeed, RLC selects 

its coefficients randomly, which highly increases the diversity. 

d) Bursty-problem-related solutions 

The bursty nature of video has a great impact on the performance of video streaming. A 

mechanism that can deal with this issue is interleaving (IL) [104]. The principal purpose of 

IL is to convert the bursty frame losses with a big gap into uniform frames losses with 

multiple small gaps. Figure  3-7 outlines an example of how bursty loss affects the quality 

of the video sequence. For not received I-frame, 18 frames are affected. For not received P-

frame at the beginning of the GoPs, 15 frames are distorted. When one b frame is lost, only 

one frame is affected. A possible solution to this issue is by using interleaving method.    

As illustrated in Figure  3-8, the original video sequence is interleaved by reordering the 

frames. When a cluster of three frames is dropped (frames 1, 2, and 3) in the first reordered 

GoPs during the transmission, the Interleaving method converts the big gap into small 

gaps. Based on the frame-copy error concealment algorithm, the errors in the received 

GoPs at the decoder are suppressed by copying the preceding frame. By Contrast, if 

interleaving is not used, the loss of frames four, five, and six produces one lengthy gap. 

 

Figure 3-7 Example of the impact of bursty losses in video stream [104]  
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Figure 3-8 Interleaving method example with 2-distance [104] 

3.5.2 Control level solutions 

In the control level solution, the loss of packets is recovered through retransmissions. We 

classify the control level solutions into end-to-end retransmission-based and Store carry 

and Forward classes. 

a) End-to-end retransmission 

In the end-to-end retransmission-based method, the destination node uses a reverse path to 

either send a positive acknowledgment in the case of well-received packets or a negative 

notification when a packet is missed. The negative notification allows the source node to 

retransmit the lost packet. This method is only useful for unicast routing class. Although 

this approach efficiently recovers lost packets, it suffers from round trip time. Additionally, 

the use of end-to-end retransmission in broadcasting is restrictive because all nodes in the 

region of interest are receivers.   

b) Store carry and forward (SCF) 

SCF approach is only useful for broadcasting routing class among unreliable UDP/RTP 

transport layer, and it is designed as an alternative to end-to-end retransmission. SCF is 

hello-messages based method proposed to recover missed packets [33][47][48][22].  In the 

basic SCF approach, nodes store each correctly received packet in a local retransmission 
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cache until the packet‘s time-to-live (TTL) expires (TTL is usually an application layer-

specific parameter). Furthermore, when a node sends a beacon message, it notifies its 

neighborhood regarding the packets that were correctly received, enabling the neighbors to 

resend the packets that were not yet received during the first phase of the broadcasting. 

3.5.3 Error recovery solutions for video broadcast in VANETs 

Wang et al. created an EC-based relaying scheme [124]. They confirmed through 

simulation that the overhead produced by k relays when using the EC-based relaying 

method is the same one generated by one relay when using a basic forwarding method. 

Nevertheless, the authors of [125] proved that EC could not improve overall reliability due 

to the lack of a partial recovery strategy. A minimum number of packets must be received 

in order to decode the video block. 

In [126], the researchers integrated EC in Real-time Transport Protocol (RTP) to cope 

with the excessive loss of video packets in vehicular networks. Furthermore, RTP was 

adapted to VANETs by adding two new converters. The first one transforms the RTP 

packet to the EC-RTP packet before transmitting it. The second one transforms the EC-

RTP packet to the RTP packet to can be used by the decoder. 

In [127], the authors proposed FEC and Interleaving Real-Time Optimization (FIRO) in 

VANETs. This approach combines three techniques: FEC to deal with uniform losses, 

interleaving to cope with burst losses, and an estimating technique to predict the loss ratio 

in the communication medium. The parameters of FIRO are dynamically adjusted 

according to the predicted loss ratio. FIRO outperforms both FEC and interleaving 

methods in terms of video quality. Besides, the researchers illustrated that XOR-based EC 

could considerably decrease the packet loss ratio with an acceptable end-to-end delay. 

The authors in [104] combine the interleaving method with their proposed  QoE-aware 

and driven Receiver-based (QORE) routing protocol to alleviate the effect of large gap 

losses.  

In [102], Rezende et al. combine REACT-DIS with RLC-NC. They showed, through 

network simulation, that REACT-DIS/RLC-NC reduces the network throughput compared 

with the used transmission data rate. However, REACT-DIS/RLC-NC satisfied video 
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streaming needs for data rates higher than 1 Mbps, which was not possible when REACT-

DIS was used alone. REACT-DIS and Network Coding together satisfies video streaming 

needs while limiting the network overload caused by unnecessary transmissions. This is 

expected due to the error recovering features of Network Coding and the reactiveness of 

the receiver-based approach. 

In [114], Rezende et al. have conducted a complete investigation on the use of EC and 

NC for video streaming over VANETs. They have created a coding method based on the 

XOR function with a policy that considers both the level of distribution and selection of 

proper segments for video streaming over VANETs. Moreover, they have introduced a 

new approach to improve video broadcast that uses EC at the source node and NC at other 

nodes. Furthermore, they have provided a selective mechanism that was proved to be very 

efficient. The redundant data was only added when packets include data from I-frames. 

The simulation results showed that the selective approach did not improve the delivery 

ratio. However, the message overhead was decreased significantly compared to when the 

redundancy was used for all packets.   

Maia et al. [47] proposed an SCF method to deal with the data loss in VoV protocol. In 

VoV, each vehicle stores any received message in its cache for a slot of time. Additionally, 

vehicles use hello messages to send identifiers of all received packets towards the 

immediate neighborhood. If a neighbor detects that the vehicle failed to receive packets in 

the first step of dissemination, it sends them to this vehicle. To introduce more control and 

avoid not useful redundant transmission caused by basic SCF proposed by Viriyasitavat et 

al. [22], the SCF in VoV provides a broadcast concealment method that follows a timer-

based approach. Thus, each vehicle determines its waiting time based on the closest 

distance heuristic. The waiting time is directly proportional to the distance between the 

sender and the receiver. Consequently, the closest node is likely more appropriate to 

retransmit the lost packets. Finally, the retransmission of the closest node conceals the one 

of the other nodes. 

Li and Boukerche. [33] use jointly interleaving and store-carry-and-forward (SCF) 

methods to cope with channel losses. On one side, the first solution is used to change the 

distribution of error from a lengthy loss pattern to a single loss pattern. On the other side, 

SCF is used to deal with a single loss pattern. Furthermore, the authors introduced more 
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control of redundancy in SCF by providing three new mechanisms: involving only 

backbone nodes in the SCF scheme, avoiding the retransmission of nodes that have a 

distance less than 2/3R from the sender (R is the transmission range), and keeping packets 

in the local cache for a limited time.  

In [48], Bradai et al. proposed a table neighborhood-based suppression mechanism to 

provide more coordination and avoid possible collision due to the redundant 

rebroadcasting in SCF. In this approach, when a node receives a hello message, it 

retransmits the required packet if it is a relay node. Otherwise, it checks if there is a relay 

node within its transmission range that can rebroadcast the required packet. If it is not the 

case, the node retransmits the packet. In this way, not useful retransmits are avoided.  

3.6 Conclusion 

This chapter provides the background of video streaming, specifically in VANETs.  Most 

works focus on enhancing the video streaming quality through reliable routing protocol 

along with error-resilient methods to recover the loss of packets. Furthermore, this chapter 

involves video streaming definition, the characteristics of an encoded stream, routing 

protocols for video streaming over VANETs, and the two levels of error recovery 

solutions: data level and control level. In the next chapter, we will present our first 

contribution to improving counter-based and distance-based multi-hop broadcast protocols 

in urban VANETs. The proposed solutions are based on road network topology to enhance 

the coverage capabilities. 
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Chapter 4 Road network layout based multi-hop 

broadcast protocols for Urban Vehicular Ad-hoc 

Networks 

In chapter 2, we reviewed many one-hop and multi-hop dissemination methods. In this 

chapter, we analyze the well-known counter-based and distance-based heuristics in urban 

VANETs as the core of our proposition.  

 These schemes are characterized by their stochastic behavior, which negatively 

influences their coverage capacity. Presently, we design special schemes for the urban 

environment using the counter and distance heuristic as the primary point. Thus, we 

propose two road network layout based solutions: Enhanced Counter-based broadcast 

protocol in Urban VANET (ECUV) and Enhanced distance-based broadcast protocol in 

Urban VANET (EDUV). These two protocols are created in the aim of improving the 

coverage capacity in urban VANETs. 

The remainder of this chapter is organized as follows. Section 4.1 presents our 

contribution. Section 4.2 presents and details the proposed analytical models. The 

analytical models and network simulation results are detailed and discussed in section 4.3. 

Finally, a conclusion is presented in section 4.4. 

4.1 Analysis of the stochastic behaviour of counter and 

distance heuristics 

In this sub-section, we analyze the basic schemas of counter-based and distance-based 

protocols.  First, an overview of these protocols is provided. Next, two examples that show 
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how the stochastic behavior of these schemas could prevent the message propagation 

among the different directions of the road network are given.  

4.1.1 Analysis of counter-based protocol 

The counter-based technique uses a one-hop traffic-aware mechanism to reduce 

redundancy and concurrent access. Accordingly, when a node receives a message, it 

applies a random backoff time. During this period, the node counts the number of duplicate 

messages retransmitted by its one-hop neighbors. After the expiration of the backoff time, 

the node broadcast the message only if the calculated number of the listened messages 

during the waiting time is less than a predetermined threshold Cthr. Figure  4-1 outlines the 

main steps of this algorithm. 

Figure  4-2 outlines a special case when counter-based schema disseminates a message in 

urban VANET. We assume in this case that the value of the threshold Cthr is set to one. We 

point up that the bold-lines (in Figure  4-2 and Figure  4-4) represent the one-hop links 

between the vehicles. As shown in Figure  4-2, the vehicle S broadcasts a message to its 

one-hop neighbor vehicles (A, B, C and D) for the first time. When these neighbor vehicles 

receive the message, they wait for an arbitrary time (random waiting time) before taking a 

decision to either rebroadcast or left behind the received message. In this example, we have 

considered the worst case in which the waiting time of the vehicle A expires before the 

ones of the vehicles B, C and D. Upon the waiting time of the vehicle A expires, it 

rebroadcasts the received message. As a result, the rebroadcasts of the vehicles B, C, and D 

are suppressed. Hence, the propagation of the message across the roads 2, 3, and 4 is 

prevented (because the number of duplicate messages is equal to the threshold value). This 

problem occurs because of the stochastic behavior of this protocol that negatively affects 

the spatial deployment of the relay-nodes in the network. 
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Figure 4-1 Flowchart of Counter-Based broadcast protocol. 

 

 

Figure 4-2 Counter-Based protocol scenario. 
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4.1.2 Analysis of Distance-based protocol 

The second schema is the distance-based broadcast protocol. Figure  4-3 outlines the main 

steps of this algorithm. This mechanism is based on the distance heuristic. Accordingly, if 

node A is very close to its neighbor node B, there is little additional coverage when node B 

will be the next broadcaster node. By contrast, if node A is far away from the node B, the 

extra coverage will be wider. Consequently, when the node B receives at the first time a 

message, it takes the broadcast decision of this message based on the distance between it 

and the node A. When this distance is lower than a predefined threshold (Dthr), the node B 

prevents the rebroadcasting of the received message. Otherwise, the node B rebroadcasts 

the received message after the timeout of a random delay, providing that the same message 

has not been received from another node C where || BC || ≤ Dthr (Dthr is the distance 

threshold value). 

Figure  4-4 outlines a very serious scenario when the distance-based schema is used. We 

assume in this scenario that the distance between the vehicles S and B is higher than Dthr, 

the distance between the vehicles S and C is higher than Dthr and the distance between the 

vehicles C and B is lower than Dthr. For instance, the vehicle S initially broadcasts a 

message toward its immediate neighbor vehicles (A, B and C). When these latter receive 

the broadcasted message, they wait for a random time (waiting time). If the waiting time of 

C expires before the one of B, vehicle C rebroadcasts the received message to its one-hop 

neighbors. Therefore, the vehicle B inhibits the rebroadcasting of this message because the 

distance from C to B is lower than Dthr. Consequently, the broadcasted message cannot 

propagate in the Road 3. 
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Figure 4-3 Flowchart of Distance-Based broadcast protocol. 

 

 

Figure 4-4 Distance-Based protocol scenario. 
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4.2 Proposed methods 

As it is shown in sub-section  4.1 , the drawback of the conventional schemas of receiver-

based broadcast protocols is mainly related to their stochastic behavior, which can prevent 

message propagation across all road segments. Consequently, one cannot ensure that they 

always meet the coverage capacity requirement. The main aim of this work is to alleviate 

this issue by taking into consideration the relative positions of relay nodes with respect to 

the layout of the urban road network. In an urban scenario, vehicles cannot move freely 

and anywhere in their environment, but they are imposed to roll according to the road 

network topology. Therefore, the road network topology is a very important characteristic 

of urban VANETs that cannot be omitted in the design of a reliable broadcast protocol. 

Unfortunately, most receiver-based protocols do not consider the road network layout in 

the definition of relay nodes selection strategy. In this section, we present two new 

receiver-based protocols (ECUV and EDUV protocols), designed to handle the broadcast 

process in an urban scenario. ECUV and EDUV use the road-network-layout information 

to enhance broadcast reachability and coverage capabilities in urban VANET. The list of 

notations utilized in the different algorithms is given in Table  4-1 

 

Figure 4-5 Road network layout example. 
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Table 4-1 Notations used in the different algorithms. 

Notations Descriptions 

S Node state variable. 

H The heuristic that defines the suitability of  nodes for rebroadcasting  a 

received message. 

(XRN,YRN) Geographical position coordinates of  the receiver node. 

(XSN,YSN) Geographical position coordinates of  the sender node. 

Id_roadRN Road segment identifier of the receiver  node. 

Id_roadSN Road segment identifier of the sender  node. 

Map_to_SI(X,Y) The function that maps the geographical position coordinates to the 

corresponding road segment identifier. 

Min(x1,x2) Return the minimum value between  two numbers x1 and x2 

Thr Threshold parameter 

CThr Counter threshold parameter. 

DThr Distance threshold parameter 

c Counter variable. 

dmin d_{min}Minimum distance variable 

4.2.1 Network model, system requirements and general approach 

We consider a set of n vehicles                that move over an urban area. A 

VANET can be defined as a graph represented by a set of vertices and a set of edges, 

where each vehicle             denotes a vertex, and each DSRC wireless link 

between two vehicles    and   ,     represents an edge. The immediate neighborhood of 

a vehicle    is a subset        of the set  , where each element of        lies within the 

transmission range of vehicle   . 

All vehicles in the network are equipped with a localization sensor (e.g., a GPS 

receiver), a digital map of the road network, a geo-coding module, and an 802.11p 

WAVE/DSRC network interface controller. The geo-coding module is used to recover the 

nearest road segment in the road network map for given geo-position coordinates. By 
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convention, a road segment refers to a street bounded by two consecutive junctions. Thus, 

we define the road network layout as a graph         , where vertices    

                  are the set of junctions in the road network and edges    

                  are the set of road segments (streets) connecting these junctions. 

Figure  4-5 illustrates an example of how to segment the road network to show the layout 

feature. Besides, the system complies with the protocol requirements, by using a digital 

map, to provide a unique identity to each road segment. Also, to be included, the header 

field of each transmitted packet requires the position coordinates of the sender and the 

sequence number of the transmitted message.  

Multi-hop broadcasting protocols in urban VANETs are intended to support the 

requirement of vehicles to share data with one other within a two-dimensional urban area. 

The information is shared by delivering data to vehicles within an urban region over a 

multi-hop V2V link. The typical use case is the point of interest notification service, in 

which a roadside unit announces the availability of a point of interest to the surrounding 

vehicles. E.g., the broadcast of information regarding vehicle energy supply station, such 

as its location, the types of the available energies and the associated waiting time. Thus, the 

main requirement of this type of broadcasting protocols is to select a subset of relay nodes 

                   from the set  , such that                                  . 

A very high value of   can lead to the broadcast storm problem, whereas a very low value 

can negatively affect the coverage capacity. 

Most receiver-based multi-hop broadcast protocols are designed around a broadcast 

concealment mechanism. The main purpose of this mechanism is to avoid the not useful 

transmission redundancy while maximizing the coverage capacity of the broadcast 

protocol. 

Our methods combine a new road-based broadcast concealment mechanism and the 

common design of the received-based approach, wherein vehicles calculate the value of a 

state variable at their positions and compare the value of this variable to a threshold value 

to determine their suitability to rebroadcast a received packet. If we assume that v is an 

element of a given cluster C, the vehicle v determines the value of its state variable based 

only on the duplicate packets received from members of this cluster. E.g., in Figure  4-6, to 

extract the layout feature of the road network in the vicinity of vehicle A, the shape of the 
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transmission range of A is decomposed into five segments and the vehicles in each segment 

are grouped into the same cluster. In this manner, we obtain 5 clusters:             , 

        ,           ,         ,            . According to the road-based 

concealment broadcast mechanism, the state variable of A could only be affected by the 

duplicate packets received from vehicles B and C because they are in the same cluster as A. 

Namely, the packets broadcasted by members of clusters    ,     ,     , and      

cannot suppress the rebroadcast of vehicle A. When this process is repeated in each hop, it 

allows the deployment of the relay nodes in all road segments. 

 

Figure 4-6 Road-based broadcast concealment mechanism. 
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Algorithm 1 The general approach of Road-based broadcast 

concealment mechanism. 

Begin 

1. On receive a message m 
2.    if m is a new message then 

3.    begin 

4.      Initialize the node state variable S according 

         to the heuristic H 

5.      Save m in the internal cache 

6.      Schedule a timer to expire after random  

         t seconds 

7.    end 

8.    else 

9.    begin 

10.      Id_roadRN =Map_to_SI(XRN,YRN) 

11.      Id_roadSN =Map_to_SI(XSN,YSN) 

12.      if a timer is scheduled for m and  

          Id_roadRN==Id_roadSN then 

13.       update the value of S according to the 

          heuristic H 

14.      else 

15.       discard m 

16.    end 

17. On timer expire 

18.   Compare the values of S and Thr and accordingly 

      decide whether to rebroadcast the message m or not 

End 

 

Algorithm. 1 details the main steps of the Road-based broadcast concealment 

mechanism. Like most receiver-based broadcast protocols, once the first copy of the 

message m is received, the receiving node initializes the state variable S according to the 

heuristic H, saves m in the internal cache, and schedules a timer to expire after random t 

seconds (Algorithm. 1 lines (2-7)). H is the heuristic that defines the suitability of nodes 

for rebroadcasting a received message. As shown in Algorithm. 1 lines (8-16), the new 

feature of the road-based broadcast concealment mechanism arises when a candidate 

vehicle receives a duplicate message. Namely, it updates the value of the state variable S, 

according to the heuristic H, only if the sender and the receiver are on the same road 

segment, provided that the timer is currently scheduled. Finally, upon the timer expires, the 
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node makes its decision to become a relay-node based on the value of S relative to the 

threshold Thr. 

Algorithm 2 ECUV protocol 

Begin 

1. On receive a message m 
2.    if m is a new message then 

3.    begin 

4.      Initialize the counter of duplicate message c=0 

5.      Save m in the internal cache 

6.      Schedule a timer to expire after random  

         t seconds 

7.    end 

8.    else 

9.    begin 

10.      Id_roadRN =Map_to_SI(XRN,YRN) 

11.      Id_roadSN =Map_to_SI(XSN,YSN) 

12.      if a timer is scheduled for m and  

          Id_roadRN==Id_roadSN then 

13.        Increment c 

14.      else 

15.       discard m 

16.    end 

17. On timer expire 

18.   if c ≥ CThr then 

19.      Cancel the transmission of m 

20.   else 

21.      Broadcast m 

End 

4.2.2 Enhanced Counter-based broadcast protocol in Urban VANET 

(ECUV) 

In this section, we present our first contribution to support message broadcasting in urban 

VANET. Our solution uses counter-based heuristic in association with the road-based 

broadcast concealment mechanism to enhance the coverage capacity in urban VANET. To 

this purpose, each vehicle utilizes a counter to keep aware of how many times the 

disseminated message is received from the members of its cluster. Algorithm. 2 presents 

the main steps of ECUV protocol. As shown in this algorithm, when a vehicle receives a 

new disseminated message for the first time, it initializes a local counter c to 0. Besides, 

this vehicle stores the received message in a local buffer for a possible future 

rebroadcasting and schedules a timer to expire after a random number of seconds (lines 2-
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7). When the vehicle receives a duplicate message from a member of its cluster (road 

segment), it increments the counter c if a timer is currently scheduled for the received 

message (lines 8 to 16). When the timer expires (line 17), the value of c is checked to 

decide whether or not to rebroadcast the message. If the value of c is higher or equal to the 

value of the threshold Cthr, the vehicle prevents the message rebroadcasting (lines 18-19). 

Otherwise, it rebroadcasts the received message (lines 20-21). 

Algorithm 3 EDUV protocol 

Begin 

1. On receive a message m 
2.    if m is a new message then 

3.    begin 

4.      Id_roadRN =Map_to_SI(XRN,YRN) 

5.      Id_roadSN =Map_to_SI(XSN,YSN) 

6.      if Id_roadRN==Id_roadSN then 

7.        Initialize dmin by the distance between 

           the sender and the current node(receiver) 

          else 

8.        dmin = R  

9.      if dmin > DThr then 

10.       begin 

11.         Save m on the local buffer 

12.         Schedule a timer to expire after random  

            t seconds 

13.       end 

14.    end 

15.    else 

16.    begin 

17.      Id_roadRN =Map_to_SI(XRN,YRN) 

18.      Id_roadSN =Map_to_SI(XSN,YSN) 

19.      if a timer is scheduled for m and  

          Id_roadRN==Id_roadSN then 

           begin  

20.        Set d to the distance between the current 

            vehicle and the sender of m 

21.        dmin = Min{dmin,d} 

           end 

22.       discard m 

23.    end 

24. On timer expire 

25.   if dmin > DThr then 

          Broadcast m 

26.   else 

          Cancel the broadcast of m 

End 

 



 

Chapter 4 Road network layout based multi-hop broadcast protocols for Urban 

Vehicular Ad-hoc Networks  

 

71 
 

 

4.2.3 Enhanced Distance-based broadcast protocol in Urban VANET 

(EDUV) 

This section presents our second contribution which combines the minimum Distance-

based heuristic and the framework of the new road-based broadcast concealment 

mechanism to handle the broadcasting process in urban VANET. Namely, the protocol 

updates the value of the state variable only if the sender and receiver are on the same road 

segment (sender and receiver are one-hop neighbors). The state variable in EDUV is the 

minimum distance dmin. 

Algorithm. 3 presents the proposed EDUV protocol. As outlined in Algorithm. 3 (lines 

1-14), when the vehicle receives a new message, it initiates a timer for this received 

message only if one of the following two cases is satisfied. 

 The two vehicles (sender and receiver) are on the same road segment and the 

distance between them is higher than the threshold Dthr. 

 The two vehicles (sender and receiver) are located on different road segments. 

During the waiting time, each vehicle observes the duplicate packets received from its 

vicinity. If this vehicle receives a duplicate packet from a sender that lies within the range 

of its road segment, it updates the value of the state variable dmin. The new value of dmin is 

set to the distance from the sender to the receiver only if this distance is less than the 

current value of dmin Algorithm. 3 (lines 15-23). The process in which a vehicle decides 

whether to rebroadcast or not the received packet is depicted in Algorithm. 3 (lines 24-26). 

This process is triggered when the timer expires. The vehicle checks if the distance dmin is 

not less than the permitted minimum-distance Dthr. In the event where dmin is greater than 

Dthr, the vehicle broadcasts the received message. By contrast, if dmin is less or equal to 

Dthr, the vehicle drops the message. 
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Figure 4-7 Manhattan-like topology. 

4.3 Analytical model 

This section presents the theoretical analyses of the proposed ECUV and EDUV broadcast 

protocols. An analytical model is provided to predict the behavior of these protocols. The 

model is inspired by the work of Williams et al. [128]. In their work, the authors designed 

a probability model to predict the broadcast probability for counter-based and distance-

based broadcast protocols in MANET. They assumed that the nodes are deployed in an 

obstacle-free area where there is no constraint on the mobility of nodes. In this work, we 

adapt the analytical model of Williams et al. to predict the behavior of ECUV and EDUV 

in the urban Manhattan-like topology. 

4.3.1 Model requirements and assumptions 

Because it is difficult to establish the model under complex and irregular road-map layout 

of urban VANET, the following assumptions are introduced to simplify the problem. 

 The distribution of road segments follows a Manhattan-like topology. Figure  4-7 

illustrates the Manhattan-like road map for the proposed analytical model. The 

topology of this roadmap consisted of n segments that have the same length and the 

same width. Moreover, the road segments are distributed according to a rectangular 

grid topology. 
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 We assume that the communication radius has the same value for all vehicles in the 

network, and the length of each road segment is lower or equal to this radius. 

Therefore, when two vehicles are on the same road segment, they will necessarily 

be one-hop neighbors (for more details, refer to sub-section  4.3.2 and sub-

section  4.3.3). 

 Vehicles are uniformly distributed over the network. The initial geographical 

positions of the vehicles are randomly distributed over the road map. When a 

vehicle reaches an intersection, it goes straight, turns to the left, turns to the right, 

or turns backward with the same probability (the model is built around a stochastic 

feature). Namely, the probability of taking a specific direction is 1/4 (the 

probability is randomly and uniformly distributed). 

 As defined in [128], the probability of forwarding is the same for all the vehicles in 

the networks. 

4.3.2 Model for EDUV protocol 

This section presents the proposed analytical model that predicts the behavior of EDUV 

protocol. Let v1 and v2 two vehicles that circulate on the same road segment. We assume 

that the timers of v1 and v2 are scheduled. We give the following elementary events to 

calculate the probability of v1 receiving a message from the vehicle v2 during the waiting 

time such that the distance between them is lower or equal to the threshold Dthr. 

 C1: The vehicles v1 and v2 move along the same road segment. 

 C2: The distance between the vehicles v1 and v2 is lower or equal to the threshold 

Dthr. 

 C3: The vehicle v2 sends the message. 

 C4: The scheduled timer of the vehicle v2 expires before the scheduled timer of the 

vehicle v1. 

It is important to remember that v1 receives directly the message transmitted by v2 only 

if the two vehicles are one-hop neighbors. In our model, we assume that the length of each 

road segment is less or equal to the communication range radius (the second assumption in 

sub-section  4.3.1). Therefore, this condition is implicitly fulfilled by C1.  
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Let n is the number of road segments in the roadmap. The geographical positions of the 

vehicles are uniformly distributed in the network. Consequently, the probability that the 

vehicles v1 and v2 are located together on the road segment i (event C1) is given by 

Equation 4.1. 

       
  

∑   
 
   

                  (4.1) 

 

Where Ak is the area of the road segment k. 

By considering the first assumption defined in sub-section  4.3.1 (all the road segments 

have the same length and the same width, and hence they have the same area A, we can 

deduce the Equation 4.2. 

        
       

         
     

 

   
 

 

 
    (4.2) 

The probability that the distance between the vehicles v1 and v2 is lower or equal to the 

threshold Dthr (event C2) is given by Equation 4.3. 

      
    

    
           (4.3) 

Where Dthr is the distance threshold and Lseg is the length of the road segment. 

We assume that the probability p to broadcast a received message is the same for all 

vehicles in the network. Therefore, the probability that the vehicle v2 sends the received 

message (event C3) is given by Equation 4.4. 

                  (4.4) 

Let S be a sample space which is composed of two events E1 and E2. 

 E1: the scheduled timer of the vehicle v2 expires before the scheduled timer of the 

vehicle v1. 

 E2: the scheduled timer of the vehicle v1 expires before the scheduled timer of the 

vehicle v2. 
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Because the waiting time value is uniformly distributed in the same interval for the 

vehicles v1 and v2, the probability of any outcome of the sample space S is likely the same. 

Thus, 

                  
 

 
        (4.5) 

The four events C1, C2, C3, and C4 are independent. Thus, the probability that the 

vehicle v1 inhibits the transmission of the received message is given in Equation 4.6. 

                                       
 

 
 

    

    
   

 

 
 

      

        
          (4.6) 

Consequently, the probability that the vehicle v1 broadcasts the received packet is given 

by Eq. 4.7. 

                    
          (4.7) 

Where N is the number of vehicles on the road map. In the Equation 4.7, we use N-2, 

because the vehicle v1 and the vehicle from which v1 gets the first copy of the message (the 

vehicle that initialized the timer) are both excluded. 

We also note that the vehicle that initializes the timer of the vehicle v1 must have a 

distance to v1 higher than DThr, when v1 and this vehicle are on the same road segment. 

This condition has a probability x given in Equation 4.8. As a result, p is given by Equation 

4.9. 

    
    

      
          (4.8) 

       
      

        
             (4.9) 

Finally, the broadcast probability is calculated according to the following formula. 

  (  
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        (4.10) 
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4.3.3 Model for ECUV protocol 

This section presents the proposed analytical model that predicts the behavior of ECUV 

protocol. In our proposed analytical model, the following three conditions (elementary 

events) must be satisfied to increment the counter of v1. 

 C1: The vehicles v1 and v2 move along the same road segment. 

 C2: The vehicle v2 sends the received message. 

 C3: The scheduled timer of the vehicle v2 expires before the scheduled timer of the 

vehicle v1. 

Let n is the number of road segments in the roadmap. The positions of the vehicles are 

randomly and uniformly distributed in the network. Thus, the probability that v1 and v2 are 

on the same road segment (event C1) is given by Equation 4.11. 

      
 

 
          (4.11) 

The probability that the vehicle v2 broadcasts the received message is given by Equation 

4.12. 

                 (4.12) 

We assume that S is a sample space composed of the following two events. 

 E1: the scheduled timer of the vehicle v2 expires before the scheduled timer of the 

vehicle v1.  

 E2: the scheduled timer of the vehicle v1 expires before the scheduled timer of the 

vehicle v2. 

The values of the scheduled timers are uniformly distributed in the same interval for the 

vehicles v1 and v2. Consequently, the probability of any outcome of the sample space S is 

likely the same. Thus, 

                  
 

 
         (4.13) 

The vehicle v1 increments its counter based on the probability pinc (Equation 4.14). 
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                        (4.14) 

The three events C1, C2 and C3 are independent. As a result, pinc is given by the 

following equation. 

                             (4.15) 

Based on Equations 4.11, 4.12 and 4.13, we can deduce Equation 4.16. 

     
 

 
   

 

 
 

 

   
        (4.16) 

The probability that the vehicle v1 exactly receives i duplicate packets (from vehicles 

that are on the same road segment where v1 is located) is given by Equation 4.17. 

     
                 

        
    

 

   
    

 

   
        (4.17) 

Where N is the number of vehicles in the network. 

As defined in [128], N-2  is used in Equation 4.17, because the vehicle v1 and the 

vehicle from which v1 get the first copy of  message are excluded. 

The probability to receive a number of duplicate packets lower than CThr is given in 

Equation 4.18. 

          ∑   
    

      
                           (4.18) 

Where Z is the number of duplicate packets variable and (             ). 

Based on Equation 4.16 and Equation 4.18, we can deduce Equation 4.19. 

          ∑   
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Finally, the probability to broadcast a message is calculated by the following equation.   

  ∑   
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4.4 Performance evaluation 

This part analyses the performance of ECUV and EDUV protocols through both the 

analytical model and network simulation experiments. For this aim, we investigate the 

performance over two urban network topologies: (i) Synthetic Manhattan Topology for the 

analytical model, (ii) Real network topology for the simulation experiments. The next sub-

sections depict the evaluation metrics, the performance assessment through the analytical 

model and the performance assessment using network simulation experiments. 

4.4.1 Metrics 

To determine the reliability and effectiveness of the proposed protocols, we assess the 

following metrics: 

 Coverage capacity: Represents the ratio between the number of vehicles that well 

received the broadcasted packet and the number of vehicles in the network. We 

note that our analytical models do not give an explicit formulation of this metric. 

However, because the network size and the number of vehicles in the network are 

the main parameters of our models, we can implicitly assess the coverage capacity. 

 Number of relay nodes (number of transmissions): The total number of vehicles 

that forward the disseminated message throughout the broadcasting process. A high 

value of this metric is a serious sign of a strong redundancy that can lead to the 

broadcast storm problem. The derived analytical models give an explicit value of 

this metric, because the probability calculated through the equations Equation 4.10 

and Equation 4.20 represents the ratio of vehicles that rebroadcast the disseminated 

message, and consequently it represents the number of transmissions.  

 End-to-end delay: The average delay that takes a packet to go from the source 

vehicle to the receiver vehicles. This metric is only assessed through the network 

simulation experiments. 
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4.4.2 Performance evaluation using analytical model 

This section presents the performance evaluation of ECUV and EDUV through analytic 

simulation. EDUV and ECUV processes are modeled by Equation 4.10 and Equation 4.20, 

respectively. These equations were solved using the Symbolic Math Toolbox of MATLAB 

to find the broadcasting probability of each vehicle in the network. This probability 

represents the main characteristic of the proposed protocols. The experiment should enable 

us to assess both coverage capacities, cost (number of transmissions) and to select the 

appropriate threshold values for each traffic density (low density and high density). 

a) Scenario description and parameters 

This part presents the scenario and parameters used to evaluate the performance of ECUV 

and EDUV protocols through the analytic expressions defined by Equations 4.10 and 4.20. 

As shown in the Equation 4.10, the performance of EDUV protocol is influenced by the 

configuration of three parameters. Namely, the threshold Dthr, the number of vehicles N 

and the number of road segments n. Thus, the 3-tuple (Dthr,N,n) determines the 

configuration of the EDUV analytical model. Similarly, ECUV was evaluated through the 

3-tuple (Cthr,N,n). 

The network topology was Manhattan city. The number of road segments in this city 

map was varied by 3×3, 6×6, 9×9 roads. Moreover, the number of vehicles in the network 

was varied from 25 to 150 vehicles. We evaluated the proposed protocols under different 

traffic densities to investigate their behavior towards the broadcast storm problem. 

Additionally, the variation of the road-network size (the number of road segments), from 

experimental instance to another, allowed us to examine the coverage capabilities. For 

simplicity reasons, we set the length of each road segment to be equal to the 

communication range radius R. 

In our study, the density d is defined by the ratio of the number of vehicles N to the 

number of road segments in the road-network n: 

  
 

 
            (4.21) 
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We have two levels of density: 

 Low density: defined by the configurations                     and 

                     because the ratio d is lower than 1. 

 High density: defined by the configurations                     ,    

                 ,                      because the ratio d is higher 

than 1. 

Furthermore, the proposed models were used to evaluate the global protocol's criteria. 

In such a case, the level of details (Namely, MAC layer parameters and the interaction 

between the communication layers) is not required. Table  4-2 presents a summary of the 

main parameters and their settings. 

Table 4-2 Analytical models parameters. 

Parameter Value 

Communication range radius a constant value equal to R 

Road network topology Manhattan topology 

Length of each road segment  R 

Size of the network 3×3 , 6×6 , 9×9 

Number of vehicles varies from 25 to 150 

Initial vehicles positions uniformly distributed 

CThr varies from 1 to 2 

DThr 0.25R, 0.5R , 0.75R 

 

b) Results and discussion 

Figure  4-8 and Figure  4-9 outlines the results of the ECUV analytical model for Cthr equals 

to 1 and Cthr equals to 2, respectively. 
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Figure 4-8 ECUV rebroadcast probability prediction when Cthr =1. 

 

Figure 4-9 ECUV rebroadcast probability prediction when Cthr =2. 

The results of the EDUV analytical model are plotted in Figure  4-10, Figure  4-11 and 

Figure  4-12 for Dthr=0.25R,  Dthr =0.50R, and  Dthr =0.75R, respectively. 
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Figure 4-10 EDUV rebroadcast probability prediction when Dthr =0.25R. 

 

Figure 4-11 EDUV rebroadcast probability prediction when Dthr =0.5R. 
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Figure 4-12 EDUV rebroadcast probability prediction when Dthr =0.75R. 

 

We note that the x- and y-axes in the different figures represent the vehicles density and 

the rebroadcast probability, respectively.  

As shown in Figure  4-8, Figure  4-9, Figure  4-10,Figure  4-11 and Figure  4-12, when the 

vehicles density was low, the two protocols increased the number of broadcasters to ensure 

the maximum degree of the coverage capacity. Whereas, when it was high, the number of 

broadcasters was decreased to avoid the broadcast storm problem. 

We also note that the behavior of these protocols was influenced by the different 

threshold values. The broadcast probability of ECUV was proportional to the value of Cthr 

(Figure  4-8 and Figure  4-9). By contrast, the broadcast probability of EDUV protocol was 

inversely proportional to the value of Dthr (Figure  4-10,Figure  4-11 and Figure  4-12). 

The network size had a great influence on the behavior of EDUV and ECUV. We noted 

that the number of broadcasters was directly proportional to the network size. Because the 

network size mainly depends on the number of the road segments, the increase in broadcast 

probability (due to the increase in network size) can only be explained by the need of these 
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protocols to cover the newly added road segments. Consequently, this can allow better 

fulfilling the coverage capability requirement.  

Because the proposed analytical models do not give explicit values of the coverage 

capacity metric, the evaluation of this metric requires reference values. As outlined in sub-

section  4.2.1, we have assumed that the geographical positions of vehicles are uniformly 

distributed in the road network, and the length of each road segment is lower or equal to 

the communication range radius. Based on these assumptions, the total coverage of the 

road network is ensured by just selecting a single vehicle in each road segment to act as a 

relay node. Consequently, the number of relay nodes that guarantee the total coverage will 

be equal to the number of road segments in the road network. Therefore, the reference 

values for 3×3, 6×6, and 9×9 Manhattan topologies are 9, 36, and 81, respectively. We can 

use these values as references to analyze and check the obtained results, and hence to select 

the appropriate values of CThr and DThr for each density (low density and high density). 

When the density is low (6×6 topology, N=25) and (9×9 topology, N=25)), the 

reasonable value of the broadcast probability is 1 (all vehicles must act as relay nodes), 

because the number of vehicles is lower than the reference value (see Equation 4.21). For 

this situation, we have to select a threshold value that gives the highest value of the 

broadcast probability. As outlined in Figure  4-9 and Figure  4-10, the threshold values 

CThr=2 and DThr=R/4 fulfill this requirement because they give a probability near to 1.  

In high traffic density (represented by the configurations (3×3 topology, N>=25), (6×6 

topology, N>=50), (9×9 topology, N>=100)), we note that for all threshold values, the 

number of relay-nodes corresponding to each broadcast probability is higher than the 

reference value. (We can check that by calculating the number of relay nodes for each 

broadcast probability). However, we have to choose the threshold value that generates the 

smallest value of the broadcast probability because it has a lower message overhead. 

Namely, we select CThr=1 (Figure  4-8) and DThr= 3/4R (Figure  4-12) for high-density 

scenarios. However, we have to choose the threshold value that generates the smallest 

value of the broadcast probability because it has a lower message overhead. Namely, we 

select CThr=1 (Figure  4-8) and DThr= 3/4R (Figure  4-12) for high-density scenarios. 



 

Chapter 4 Road network layout based multi-hop broadcast protocols for Urban 

Vehicular Ad-hoc Networks  

 

85 
 

 

Figure 4-13 Erlangen road network. 

 

4.4.3 Performance analysis using network simulation 

a) Scenario description and parameters 

In this section, we evaluate the proposed schemes in a real urban scenario. We used 

Objective Modular Network Testbed in C++ simulator (Omnet++) [129]. It is widely used 

to perform discrete network simulation. It was coupled with the VEINS framework [130] 

to implement and simulate vehicle behavior for each broadcast protocol. The simulation of 

vehicle mobility is carried out by SUMO, which has a high capacity to generate full road 

traffic scenarios by considering both macroscopic and microscopic models. Several traffic 

flows were generated in 2.5×2.5 Km
2
 real urban topology. This topology is based on the 

Erlangen city (Figure  4-13). Furthermore, we took into account the impact of the Shadow 

fading phenomenon caused by buildings to achieve a more realistic simulation. Therefore, 

we integrated the simple obstacle shadowing model provided by the VEINS framework to 
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generate the effect of signal attenuation [89]. The maximum radio range, the bit rate, the 

channel sensitivity, and the thermal noise were set to 150 meters, 6 Mps, -89 dBm, and -

119 dBm, respectively. Table  4-3 summarizes the main parameters of the simulation 

experiments. 

The quality of Multi-hop broadcasting protocols highly-depends on the number of 

vehicles in the region of interest and the threshold value. Thus, the number of vehicles was 

varied to check the performance of the proposed protocols over two traffic densities. We 

had 200 vehicles that represent the high-density scenario and 100 vehicles that represent 

the low-density scenario. When the desired number of vehicles for each density scenario 

was reached, an RSU at (1800,850) position initiated the broadcasting of a 1024-byte data 

message to each vehicle in the road network. 

Table 4-3 Simulation experiments parameters. 

Parameter Value 

Playground Size 2.5×2.5Km
2
 

Source Location (x, y) x=1800,y=850 

Radio Propagation Model - Simple Path loss Model . 

- Simple Obstacle Shadowing model. 

Transmission range 150m 

Bite rate 6 Mps 

Sensitivity -89 dBm 

Thermal Noise -119 dBm 

Antenna Monopole antenna 

Number of runs 10 

Confidence interval 95% 

 

The proposed ECUV and EDUV protocols were compared to Counter-based 

protocol[23], Distance-based protocol[23], and probabilistic scheme of React-Dis[102]. 

Note that the values of thresholds Dthr and Cthr in our simulation were selected purposely 

according to the values obtained through the tuning operation (sub-section  4.4.2b)). 

Namely, we used Dthr=0.25R and Cthr =2 for the low-density scenario. Besides, Dthr =0.75R 
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and Cthr =1 were used for the high-density scenario. Finally, each plotted point was the 

mean of 10 iterations with a confidence level of 95%. 

 

Figure 4-14 Coverage capacity simulation results 

 

Figure 4-15 Number of transmissions simulation results 
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Figure 4-16 End-to-End delay simulation results 

 

b) Results and discussion 

Figure  4-14, Figure  4-15, and Figure  4-16 introduces all outcomes for the Erlangen 

scenario. Specifically, Figure  4-14 outlines the coverage capacity for all schemes under 

low and high traffic densities. As shown in this figure, ECUV and EDUV outperform all 

other protocols in all cases. By comparing EDUV and distance-based protocol, we see that 

EDUV provided better coverage in the two densities. For instance, the difference between 

them was 69%, when the number of vehicles was 200. This is because the value 0.75R 

assigned to Dthr is too aggressive and produced low coverage for distance-based protocol. 

Indeed, the very high value of Dthr is not the best choice for distance-based protocol even 

in the high-density scenario. The high delivery of EDUV and ECUV was due to the use of 

the minimum-distance and counter-based heuristics in association with the road-based 

broadcast concealment mechanism, which considerably enhanced the coverage capacity 

even when the value of the threshold was very aggressive. As we can see in Figure  4-14, 
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React-Dis performs better only in high traffic density. The reason is that the probabilistic 

scheme used by React-Dis is not good for low vehicle density. 

Figure  4-15 shows the number of transmissions. We have noted that ECUV and EDUV 

slightly exceeded other protocols in terms of the number of transmitted messages. 

Certainly, these protocols utilize a road-based broadcast suppression mechanism, which 

has increased the number of forwarders in each hop. However, this increase in the number 

of transmissions has produced higher performance in terms of coverage capability. 

Figure  4-16 outlines the average latency. All protocols use a timer-based approach, in 

which vehicles make their decision about rebroadcasting of the received message after a 

waiting time. This extra time accumulates from hop to another along the transmission path 

thereby increasing the total end-to-end delay. We have noted that ECUV, EDUV, and 

counter-based protocols had almost the same end-to-end delay in low traffic density. The 

obtained results were between 0.51s and 0.59s. We have noted also that distance-based 

protocol and React-Dis protocol sacrificed the coverage capacity to minimize the end-to-

end delay in low traffic density.  

In high traffic density, the distance-based protocol was the protocol with the lowest end-

to-end delay. This is expected because the disseminated message reached a small number 

of vehicles, and these vehicles may be very close to the source node. Consequently, the 

disseminated message reached these vehicles across a small number of hops. For this 

reason, the distance-based protocol had the lowest delay among all other protocols. Also, 

note that EDUV, ECUV, Distance-based protocol, and React-Dis had nearly the same end-

to-end delay in high traffic density (between 0.22s and 0.31s). 

4.5 Conclusion 

In this chapter, the well-known counter and distance-based broadcast protocols have been 

adapted to the Urban VANETs. First, the scenarios in which the messages cannot be 

propagated on different roads, when counter and distance-based schemas have been 

identified. Next, new road-based approaches (EDUV and ECUV) have been derived from 

these protocols to mitigate the effect of the identified issue. Then, analytical models are 

proposed to measure the broadcast probability of the proposed protocols in accordance 
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with the density of the vehicles, the road-network size, and the threshold parameter. The 

Mathematical model analyses and simulation results prove that EDUV and ECUV 

protocols ensure the tradeoff between the reachability and the broadcast storm problem 

mitigation. We undertake in future work to analyze the performance of ECUV and EDUV 

protocols through the Monte-Carlo simulation. In the next chapter we will present a 

solution for enhancing video dissemination in urban VANETs. The proposed scheme 

combines two techniques. The first one is intended to address simultaneously the problem 

of the obstructed line of sight in city environments and the coverage capacity. The second 

one is a new version the store-carry-and forward (SCF) method that allow transmission 

differentiation between the video packets based on their effects on the video quality  
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Chapter 5 Enhancing video dissemination over 

urban VANETs using line of sight and QoE 

awareness mechanisms 

In an urban environment, wireless signals experience attenuation when obstructed by 

buildings. In the worst case, this problem can lead to a network partition. Consequently, 

packet losses may occur and the video quality may deteriorate. Our aim to solve this problem 

led us to design a receiver-based broadcasting protocol for urban VANETs, namely a 

receiver-based line-of-sight-aware broadcasting protocol (ReLoS). This protocol facilitates the 

selection of nodes with an improved line of sight to rebroadcast the video content in a 

completely distributed manner. Considering that video content is likely transmitted over an 

unreliable transport layer, we propose an enhanced version of the store-carry-and forward 

(SCF) method to overcome the packet losses in the network layer. We then extend the 

traditional SCF to provide transmission differentiation between the video packets based on 

their effects on the video quality. The new SCF method is termed the quality of experience-

aware store-carry-and-forward (QoESCF). In the following subsections, we present the 

detailed designs of ReLoS and QoESCF. 

5.1 Requirements and assumptions 

In this work, we design a broadcast solution for urban scenario that depends only on the 

vehicle-to-vehicle (V2V) ad hoc communication type. This conforms to the assumptions 

defined in the IEEE 802.11p standard. Thus, the proposed protocol is not based on any 

infrastructure, such as roadside units (RSUs), 3G, and 4G infrastructure. 3G/4G networks are 

broadly accessible, but the V2V communication type is the more suitable solution because it 
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does not rely on the backbone network for a certain level of data transmission. For instance, it 

enables information exchange among vehicles without introducing extra burden to the 

backbone network.  

We represent VANET as graph                 , where VP is the video streaming 

provider, and V is a set of vehicles moving along a 2D urban road-network. VP can be either 

an RSU or a stationed vehicle. IL is the set of one-hop communications links. ILij is a one-hop 

link between two vehicles vi and vj if the Euclidean distance between them is less than the 

transmission range radius.  

We represent the road network according to its topology. Thus, it is modeled as a graph 

            . J is the set of junctions/intersections in the road network, and SEG is the set 

of segments. A SEGij exists if there is a street that connects directly the two junctions i and j. 

Notice that each junction represents an extremity of all segments connected to it. Furthermore, 

a junction has an improved line-of-sight as compared to other locations on the segments 

connected to it. The road network segmentation based on the topology helps us to design the 

proposed Bi-directional scheme. 

Table 5-1 Notations used in the different Algorithms. 

Notation Description 

PS(A ; B) Position side of the vehicle A with respect to the vehicle B 

Fr Front side 

Re Rear Side 

 
→

 
 Movement direction vector of the vehicle B 

  
→  The vector that begins at the position of vehicle B and ends at the position of 

vehicle A 

Tmin Minimum waiting time 

Tmax Maximum waiting time 

S Sender vehicle 

R Receiver vehicle 

SV The source vehicle: the vehicle that broadcast the first copy of the message 

to its immediate neighborhood 

Distance(S,R) The spatial distance between the vehicle S and the vehicle R 

R The communication range 

      
  
→  

  
→   Angle between  

  
→   and  

  
→  

Id_roadS Road segment identifier of the sender vehicle S 

Id_roadR Road segment identifier of the receiver vehicle R 

Itra Intra road scenario 

Iter Inter road scenario 
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 We also assume that each vehicle in the network is equipped with a navigation system. 

This system is based on a localization sensor (e.g., a GPS receiver). A digital cartography 

system is employed to recover the nearest road segment in the road network map for given 

geo-location coordinates. The system complies with the protocol requirements by using a 

digital map to provide a unique identity to each road segment. Furthermore, the header field of 

each transmitted packet requires certain information about the sender, such as the road 

segment identifier, sender position coordinates, and sender moving direction, to be included. 

For ease of use, Table  5-1 explains different notations that are utilized in this section. 

5.2 Receiver-based line-of-sight-aware broadcasting protocol 

In previous receiver-based broadcasting protocols, the rebroadcasting decision of node is 

made on the receiver side rather than on the sender side. To achieve this, when a node 

receives a new packet, it triggers a timer that expires after a specific time period t. The value 

of t is determined by the rule that discerns the preference of the node to become a forwarder 

(the node with the shortest period is likely the more suitable candidate). For example, the 

reasoning of the geographic greedy broadcasting algorithm is based on the fact that the 

neighborhood nodes of a sender with the largest distance from it are likely to have a greater 

probability to cover a new area. Thus, the value of t is inversely proportional to the distance 

between the sender and the next one-hop receiver. 

 In our solution (ReLoS), the t value is defined based on the Line-of-sight heuristic and the 

Bi-directional schema. ReLoS‘s response is established according to the position of the source 

node (node that initializes the Bi-directional process within its transmission range) in relation 

to its immediate neighborhood. This can occur in two possible scenarios. The first one is 

when the source node and the receivers are on the same road segment (intra-road scenario). 

The second scenario is when the source node and the receivers are on different road segments 

(inter-road scenario). Furthermore, ReLoS aims to construct a backbone that connects the two 

extremities of each road segment. To this end, ReLoS engages the position side of the receiver 

node with the respect to the source node to establish the Bi-Directional process. 

Definition 1 Position side of node A with respect to another node B. Assuming 
  
→  is the 

movement direction vector of B and 
  
→  is the vector that begins at the position of B and ends 
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at the position of A (relative position vector), the position side of A with respect to B is given 

by Equation 5.1. 

        {
         |      

  
→  

  
→  |     

                                                
      (5.1) 

Figure  5-1 describes the ReLoS process when a vehicle receives a new packet. This 

process is triggered to calculate the waiting time and accordingly schedules the corresponding 

timer. Figure  5-2 describes the behavior of ReLoS when a duplicate packet is received. It‘s at 

this level where a decision is made on the rebroadcasting of the received packet. Upon 

receiving a not duplicate packet, the vehicle determines the current scenario and calculates the 

corresponding waiting time. This can be achieved by comparing the road segment identifiers 

of the sender and the receiver (Figure  5-1 Step A). 

 

Figure 5-1 ReLoS-flowchart when a vehicle receives a new packet. 
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Figure 5-2 ReLoS flowchart when a vehicle receives a duplicate packet. 

 

5.2.1 Scenario 1: Intra-road scenario 

ReLoS selects implicitly vehicles that appear in the extremities of each road segment as 

relays. To this end, it establishes the waiting time according to the farthest distance-based 

approach (Eq. 5.2). Consequently, the waiting time is inversely proportional to the distance 

between the sender and the current receiver. However, to allow the protocol to choose 

vehicles near intersections as forwarders (relay nodes), ReLoS engages the position side of the 

receiver relative to the movement direction (front or rear) of the source node as defined in Eq. 

5.1. That is the farthest vehicle at the front side and the farthest vehicle at the rear side have to 

suppress the broadcasting of the intermediate vehicles. 

              
             

 
             (5.2) 
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Where S is the sender node, R is the receiver node, r the communication range, Tmin the 

minimum waiting time and Tmax is the maximum waiting time. 

Now we give a formal description of this scenario. Let Si be the set which are formed by 

the vehicles that are located on the road segment i and let vk be the source vehicle (the source 

vehicle is the vehicle that broadcasts the first copy of the message to its immediate 

neighborhood). vk‘s immediate neighbor vehicles that are located on the road segment i are 

defined by the elements of the subset   
  of the set Si (Eq. 5.3). The intra-road process is 

applied when vk is an element of the set Si. 

  
  {                                       }     (5.3) 

Once the vehicles of the set   
  receive a new packet from the source vehicle vk, they store 

the geographical position and the movement direction of vk. This information will be used 

later to determine their position side (front or rear) relative to vk when they receive a duplicate 

packet. Next, a timer is triggered according to Eq. 5.2 (Figure  5-1 steps A to B). During the 

waiting time, if a scheduled vehicle from the set   
  receives a duplicate packet from a sender 

that belongs to the set   
  , it checks whether it is on the same side as this sender (relative to 

vk) (Figure  5-2 steps A ,B, D). If it is the case, it cancels the broadcast and the scheduled timer 

(Figure  5-2 steps H). Otherwise, it keeps tracking the duplicate packets received from its 

immediate neighborhood. When the timer expires, it broadcasts the received packet 

(Figure  5-2 step J).  

For example, in Figure  5-3, E and F are located on the front side of the source vehicle A. In 

contrast, B and C are located on the rear side. When vehicles B, C, E, and F receive a message 

from the source vehicle A, they schedule themselves to rebroadcast after a delay time. 

Moreover, the vehicle F has the lowest waiting time compared to the vehicles on the front side 

of vehicle A. On the rear side, it is C that has the lowest waiting time. Consequently, when F 

broadcasts, the transmission of E is canceled. The same observation is made for B; its 

transmission is suppressed by the broadcasting of C. This process is repeated for the other 

vehicles to construct a backbone directed to nodes near the intersections (Bi-directional 

mechanism). For instance, in Figure  5-3, the backbone of the front side comprises the vehicles 

F, G, and I. On the rear side, the backbone comprises vehicles C and D. Note that if there is a 
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vehicle near or at the intersection, it will be selected as a relay (vehicles I and D in our 

example). 

 

 

Figure 5-3 Intra-Road scenario. 

5.2.2 Scenario 2: Inter-road scenario 

The inter-road scenario will be established if the source vehicle and its one-hop receivers are 

on different road segments. Specifically, it is triggered when the source vehicle vk is not an 

element of the set   
  .  

To establish the Bi-directional process, we have to select a vehicle, from the set   
  that 

initializes the process. The simplest way to accomplish this task is to select a random vehicle 

from the set   
  . Thus, when the vehicles of the set   

  receive a new message from vk, they 

initialize a timer with a random value (Figure  5-1 steps A to C). Moreover, the vehicle that has 

the shortest waiting time broadcast the first duplicate copy and consequently initializes the Bi-

directional process. More specifically, the vehicles of the set   
  schedule themselves to 

broadcast after a delay according to the farthest distance heuristic, upon they receive the first 

duplicate packet (Figure  5-2 steps A to G). 

We notice that the duplicate packets which are received after the first duplicate packet is 

handled according to the Bi-directional scheme (Figure  5-2 steps E, F,. . . ). Based on the Bi-
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directional method, the farthest vehicles on the front and rear side of the vehicle that 

initializes the Bi-directional process will be selected as a relay nodes (Figure  5-2 step J) and 

the broadcast of the intermediate vehicles will be suppressed (Figure  5-2 steps E, F,H. . . ).  

Figure  5-4 illustrates the inter-road scenario. Initially, source node A directly sends a new 

packet to the vehicles located within its communication range (E, F, and G).When these 

vehicles receive the packet from A, they schedule a random timer. In this example we assume 

that the timer of G expires before the timer of F and E. Consequently, G is the first that 

broadcast the first duplicate packet to its neighborhood (F, E, and H). When F, E, and H 

receive the broadcast, they initialize the Bi-directional process. Based on the Bi-directional 

method, the vehicles E and H will be selected as relays. 

 

Figure 5-4 Inter-Road scenario. 

 

Figure 5-5 Relationship among frames in MPEG GoPs. 
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5.3 Quality-of-experience-aware store-carry-and-forward 

method 

Several video compression standards exist, among which the H.264/MPEG-4 family is the 

most widely used [131]. The technique exploits two types of redundancies: redundancy 

between neighboring blocks of the same picture (Intra-coding) and redundancy between 

successive pictures (Inter-coding).  

As outlined in Figure  5-5, the compressed sequence video includes three types of frames: I-

frame, P-frame, and B-Frame. In the intra-coding, there is only one frame to consider (I-

frame), and the redundancy is suppressed in two steps. Firstly, the picture is divided into small 

N×M blocks. Next, the discrete cosine transform (DCT) is used to represent the signal energy 

of each block in the form of reduced coefficients. 

 To compress and decompress the P–frame, the previous I–frame and/or P–frames in the 

same Group of Pictures (GoPs) are required. To compress and decompress B–frame, the 

previous and following I–frames and P–frames are needed. Therefore, if I-frame is lost, the 

remaining frames in the GoPs cannot be decoded. The loss of a P-frame at the beginning of 

the GoPs creates a huge distortion in the video sequence as compared to the loss of a P-frame 

at the end of the GoPs. By contrast, the distortion, due to the loss of a B-frame, has only a 

slight effect on the quality of the reconstructed video. 

 By considering the degree of distortion due to the loss of each video packet and the effect 

of this loss on the other frames within the GoPs, we define the Quality of Experience aware 

Store Carry and forward method (QoESCF). This scheme prioritizes the transmission of video 

packets that have a greater influence on the quality of the GoPs over those with lower QoE 

impact. Thus, we have to assign a weight to each video packet using the Peak Signal-to-Noise 

Ratio (PSNR) and the error propagation in subsequent frames. PSNR is a measure of 

distortion used in image compression, video compression, and video streaming. It quantifies 

the performance of the encoders and the video streaming systems by measuring the 

reconstruction quality of the compressed image (or video) as compared to the original image. 

Thus we can quantify the channel error loss as given in Eq. 5.4. 

             
   

   
          (5.4) 
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∑        

  
       

Where LM is maximum luminance value (255 for 8bits), MSE is the mean square error, n 

represents the number of pixels in the video frame (or image), xi and yi are the i − th pixels of 

the original and the degraded frame introduced after a possible channel loss, respectively. 

If a loss of information occurs in a single frame, the error due to this loss not only affects 

this frame but can propagate to the subsequent frames in the same GoPs. To quantify the 

channel loss error and the propagation error, we employ the distance distortion model as 

defined in Eq. 5.5. 

  ∑         
                                               (5.5) 

Where i = 1...L denotes the position of the frame in the GoPs, and L represents the length 

of the GoPs. 

The weight of a given packet is calculated according to the Eq. 5.6 

  
 

         
                       (5.6) 

Where MAXPSNR is the maximum value of the PSNR in the video sequence. Typically, 

the maximum value of P SNR is 50dB, provided the pixel size is 8 bit. For 16-bit pixel size, 

the maximum value is 80dB. 

5.3.1 Distance distortion estimation 

In this sub-section, we consider the transmitted video to be encoded according to MPEG-

4/H.264 standard, where each I-frame is divided into multiple packets because of its large 

size, whereas a frame with small size, such as P-frame and B-frame, is included in a single 

packet. In addition, we consider that the encoder can design the packet payload such that the 

slices in each packet are independently decodable.  

Furthermore, we assume a basic loss concealment approach wherein the loss of a P-frame 

is replaced by the previous correctly decoded frame by applying temporal interpolation at the 

decoder output. For the loss of an I-packet, the error is recovered by copying the pixels at the 

same location space of the previous correctly received frame. 
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 By simulating the channel loss of each packet followed by applying the concealment 

algorithm, we can estimate the distance distortion value using Eq. 6. This value serves as the 

basis for retransmission differentiation in the QoESCF protocol. Figure  5-6 shows the process 

followed to estimate the distance distortion introduced by the loss of a given packet.  

First the raw video is compressed using the MPEG-4 codec and a packetized video is 

created according to the designed payload size. The next step is the simulation of the channel 

error, achieved by deleting the desired packet. In this way a stream of packets with a gap is 

obtained. This stream of packets is then decoded to create a distorted video. The distorted 

sequence is compared with the reference video to calculate the distance distortion that further 

used by QoESCF to calculate the waiting time. 

 

Figure 5-6 Overview of distance distortion estimation process. 

5.3.2 Beaconing message structure and exchange 

All nodes in the network periodically broadcast beaconing messages to share information with 

their one-hop neighbors. The beaconing message includes information about the kinetic state 

of the one-hop sender (sender ID, geographical position coordinates), Timestamp, and an 

updated list of video packet identifiers that are well-received by the sender called the Well-

Received Packets List (WRPL). We can express The ID of the beaconing message sender by 

the MAC address of the network interface controller, and we can get the geographical position 
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coordinates via global navigation satellite systems, E.g., Global Positioning System (GPS) or 

Galileo satellite systems. Figure  5-7 depicts the structure of a typical beaconing message.  

When a neighboring node receives a beacon message, it either updates the sender 

information or creates a new entry in the neighborhood table. Furthermore, the entry of a 

sender in the neighborhood table will be deleted if the receiver does not receive a beacon 

message within Nb × I Seconds [87], where I is the beacon interval and Nb is the number of 

times the beacon message is missed. Figure  5-8 presents an example of the neighborhood 

table content at each one-hop neighbor node. For instance, when node A, in Figure  5-8, 

receives beaconing messages from nodes B, C, and E, it updates its neighborhood table by the 

identifier, the geographical position coordinates, and the WRPL of each of these nodes. 

 

 

Figure 5-7 Beaconing message structure. 

 

 

Figure 5-8 One-hop beaconing messages broadcast 
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5.3.3 QoESCF overview 

Although the line-of-sight-based broadcasting protocol is designed to ensure a high delivery 

ratio, packets are prone to lost due to the unreliable UDP/RTP transport layer used for the 

video streaming applications, collisions, and the intermittent connection. Therefore, many 

researchers proposed a network-layer error-recovery method through retransmissions, i.e., the 

Store Carry-and-Forward method (SCF) [33][47][48][22].  

In the basic SCF approach, nodes store each correctly received packet in a local 

retransmission cache until the packet‘s time-to-live (TTL) expires (TTL is usually an 

application layer specific parameter). Furthermore, when a node sends a beacon message, it 

notifies its neighborhood regarding the packets that were correctly received, enabling the 

neighbors to resend the packets that were not yet received during the first phase of the 

broadcasting. In this sub-section, we detail the proposed Quality-of-Experience-aware Store-

Carry-and-Forward method (QoESCF).  

In contrast to the basic schema of the SCF method, the QoESCF method adopts a priority-

based retransmission mechanism, where more important packets are likely scheduled to be 

retransmitted before the less important packets. In this regard, it is important to consider the 

degree of distortion that affects the video quality when a given packet is lost, as expected, to 

prioritize the retransmission. To achieve this goal, we employ the perspective of the waiting 

time where the vehicles spend less time waiting before the transmission of the most important 

packets than before those that are less important. In other words, the waiting time is inversely 

proportional to the normalized packet-distance distortion value defined in Eq. 5.6. The 

waiting time tk for a packet pk is modeled using Eq.5. 7. 

 

                       (5.7) 

 

Where wk is the weight of the packet pk (Eq. 5.6) and Tmax is the maximum waiting time. 

Algorithm 1 describes the main steps of the QoESCF method. 
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 When a vehicle receives a beacon message from a neighbor V (Algorithm 1 line 1), it updates 

the neighborhood table by the information included in the beacon message (Algorithm 1 lines 

2). Next, it matches its retransmission cache with the WRPL list piggybacked by the beacon 

message (Algorithm 1 lines 3). If there is in the retransmission cache of the receiver node a 

packet p that has not yet been received by V, it checks whether or not it is the closest vehicle 

to V among the neighboring vehicles that can retransmit p. To accomplish this task, the 

receiver vehicle confirms, through the neighborhood table, whether there is an immediate 

neighbor that it well received the packet p and that has a distance to V smaller than the 

distance between the receiver vehicle and V (Algorithm 1 lines 4-10). If there is such a 

neighbor, the receiver vehicle does not retransmit p, hence avoiding unnecessary rebroadcast 

of p and introducing more coordination. Otherwise, the receiver vehicle calculates the waiting 

time tp according to equation 5.7 and schedules a timer to expire after tp (Algorithm 1 lines 

11-14). When the waiting time elapses the packet p is retransmitted (Algorithm 1 lines 17-18). 

Algorithm 1 QoESCF 

Begin 

 

1. on receiving a beacon message b from a neighbor v 
2. update the neighborhood table 
3. for each packet p in the retransmission cache do 
4.     if p is not acknowledged in the WRPL list  
          piggybacked by b then 

5.      schedule to transmit=true  

6.      for each node n in the neighborhood table do  

7.          if (p is in the WRPL list of n) and  

                (n is in the communication range of v)and 

                (distance to v > distance(n,v)) then  

8.              Schedule_to_transmit=false 

9.          end if 

10.      end for 

11.      if schedule_to_transmit==true then 

12.         Calculate the waiting time tp  

            according to Eq 5.7 

13.         Schedule to transmit p after tp 

14.        end if 

15.   end if 

16. end for 

17. on timer expire 

18.  Transmit the scheduled packet 

 

End 
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5.4 Performance evaluation 

5.4.1 Simulation parameters and evaluation metrics 

We verified the validity of the proposed method by comparing its results with those obtained 

using two important video broadcasting protocols, namely REDEC [103] and REACT-DIS 

[102]. As highlighted in [102] [103], REACT-DIS and REDEC simulations are related to the 

definition of the levels of certain parameters. To provide the best possible performance, we 

used the configuration defined elsewhere [102] [103]. In ReLoS/QoESCF, we set Tmin to 

100ms and Tmax to 250ms. 

The feasibility of any broadcasting protocols to improve the video dissemination 

performance is evaluated using several Metrics. One of them involves determining the quality 

of service (QoS) level, namely the frame delivery ratio and latency (end-to-end delay) metrics.  

The frame delivery ratio is the percentage of frames correctly received to the total sent. The 

end-to-end delay (or latency) is the time required by a packet to reach the receiving endpoint. 

As recommended by CISCO, the minimum frame delivery and maximum latency for 

streaming video are 95% and 5s, respectively [20]. 

These measures are indicative but cannot alone give sufficient information regarding the 

video quality perceived by the end-user. Thus, we need to use metrics that help to measure the 

quality of experience (QoE) level provided to the end-user. In our study, different schemes 

were evaluated using the mean of two objectives QoE metrics, namely the peak signal-to-

noise ratio (PSNR) and mean opinion score (MOS).  

The PSNR is a distortion measure used in digital images, particularly in image 

compression and video transmission. It quantifies the performance of the encoders by 

measuring the quality of the reconstructed image or video sequence with respect to the 

original image. The MOS is a value given to a reconstructed image or video sequence to 

characterize its quality on a five-point scale. Table  5-2 outlines the interpretation of each 

MOS scale [132]. The QoS and QoE metrics were calculated as a function of the data rate and 

the density of the vehicles. 
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Table 5-2 ITU-R MOS scale. 

MOS scale Quality Impairment 

5  Excellent Imperceptible 

4  Good Perceptible but not annoying 

3 Fair Slightly annoying 

2  Poor Annoying 

1  Bad Very annoying 

 

Different broadcasting protocols were implemented and evaluated using the discrete-event 

network simulator OMNeT++ [129] along with the VEINS plug-in [130]. VEINS is an open-

source framework dedicated to run a vehicular network simulation, and it includes the main 

components to simulate 802.11p MAC and physical layers. 

Table  5-3 lists the values of the main parameters associated with the network simulation. 

We set the two-ray ground as the path loss model, which considers the destructive and 

constructive effects of signal interference with ground reflections [133][134]. The 

transmission range is set to 200meters. The effect of buildings on the signal attenuation is 

determined using the default preloaded model in the VEINS framework. Beacon messages 

exchanged between vehicles at a frequency of 1Hz were employed in the QoESCF to recover 

the lost packets. The Nb parameter of the beaconing system was set to 2. 

Table 5-3 Physical and MAC layer parameters. 

Parameter Value 

MAC layer  802.11p 

Transmission range  200 Meter 

Bandwidth 20 Mbps 

Sensitivity  - 89 dBm 
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The framework EvalVid [132] is exploited to generate the video transmission file trace and 

assess the quality of the received video. The PSNR tool of Evalvid was used to provide the 

weight of each video packet (by following the steps described in the subsection  5.3.1).  

EvalVid is a set of tools that can be used to evaluate the quality of a video transmitted over 

a real or simulated communication network. In our simulation, the streaming video 

application uses a raw video known as akiyo_cif, which is selected from the video trace 

library of Arizona State University [135]. Before sending the video, we created a compressed 

video file in the MPEG-4/H.264 format comprising 300 frames generated at a frame rate of 30 

fps. The compressed video stream consists of consecutive GOPs which contain I- and P-

frames. The size of each GoPs was set to 30 frames. The video frames were segmented to 

generate 327 packets with a maximum payload size of 1024 bytes. 

 

          

Figure 5-9 Bologna city road map layout 

 

We increased the credibility of our experiments by generating a real-world vehicular traffic 

scenario using SUMO tools [136]. The environment considered for the simulation is the urban 

road network of Bologna City, as shown in Figure  5-9. The city comprises various types of 

segments, including highways, roads with one and two lanes, bus lanes, bus stops, 

roundabouts, and intersections with traffic lights. We also generated a complicated 

environment for signal propagation by filling the free space between the roads using synthetic 



 

Chapter 5 Enhancing video dissemination over urban VANETs using line of 

sight and QoE awareness mechanisms  

 

108 
 

blocs, which represent tower buildings. The mobility was simulated on a space with 

dimensions of 1900m × 1700m. The vehicle mobility was based on the Krauss car-following 

model [137] to ensure that the experimental study was carried out in a realistic scenario. In 

other words, a vehicle moves according to the speed of the leading vehicle in the same lane, 

and the driver is required to maintain a safe distance from this vehicle. Table  5-4 lists the 

parameter values of the mobility simulation.  

We evaluated the effectiveness of the methods by varying the arrival rate of the vehicles to 

realize low (60 vehicles), medium (110 vehicles), and high densities (230 vehicles).Each 

obtained result is the average of 10 executions with a confidence interval of 95%. 

Table 5-4 Mobility simulation parameters. 

Parameter Value 

Number of vehicles Low density(60).  

medium density (110).  

High density(230) 

Road Network Size  1900m × 1700m 

Mobility model  Krauss car-following model 

Acceleration 2.6m/s
2
 

Deceleration  4.5m/s
2
 

Driver imperfection  0.5 

Maximum speed  30m/s 

 

5.4.2 Simulation results and discussion 

Frame delivery  

Figure  5-10 shows the frame delivery percentages for three different vehicle densities. The 

results depicted in Figure  5-10 show that all protocols achieve low frame deliveries at high 

data rates. The results are in good agreement with those of other studies wherein a higher data 

rate was often not an optimal choice for broadcasting videos over VANETs. 

The common observation for the REDEC protocol is that the frame delivery is very low for 

low and medium densities, confirming that the REDEC can be used to obtain a reasonable 
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frame delivery percentage for only high densities. For scenarios with a low vehicle density, 

the network is intermittently connected because of the high mobility of vehicles and the 

presence of walls that obstruct line-of-sight; these vehicles form disconnected clusters. 

However, REDEC has no strategy for recovering packet loss in the case of intermittent 

connections. Moreover, the frame delivery ratio improved only slightly when using the 

REACT-DIS for low and medium densities compared to the REDEC protocol. This is because 

the density-aware scheme adapts the number of relay nodes with the density of the vehicles in 

the road network. 

Overall, the combined ReLoS and QoESCF scheme performs the best among the presented 

protocols. Even in low-density scenarios, the frame delivery ratio is close to 90% at low data 

rates. There are several reasons for the loss of packets in the VANETs, including network 

fragmentation (due to the high mobility of the vehicles and the effect of buildings on the 

transmission signal) and the broadcast storm problem, which leads to network congestion, 

denial of services, and collisions. Unlike other algorithms, the combined ReLoS and QoESCF 

solves all the problems cited above, i.e., it facilitates the selection of relay nodes with a good 

line-of-sight, relay nodes are distributed across all the roads to maximize the network 

coverage area, and packets lost due to the intermittent connection and collisions are recovered 

using the QoESCF mechanism. 

 

(a) Low-density vehicle scenario 
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(b) Medium-density vehicle scenario 

 

(c) High-density vehicle scenario 

Figure 5-10 Frame delivery percentage 
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Average end-to-end delay  

 Figure  5-11 shows the average end-to-end delay results for REACT-DIS, REDEC, and 

combined ReLoS/ QoESCF protocols. The results show that REACT-DIS and REDEC 

slightly outperform the ReLoS/QoESCF in terms of the end-to-end delay. 

 As mentioned previously, the three protocols follow timer-based approaches, where the 

relaying (forwarding) nodes are selected at the receiver side through a distributed contention 

phase. Thus, when a sender broadcasts a packet to its immediate neighbors, each node 

schedules itself to be a relay after a waiting time t. Consequently, the additional delay due to 

the contention phase in the forwarding process leads to an increase in the total end-to-end 

delay. This additional time accumulates in each hop, thereby adversely affecting the 

transmission durations. To solve this issue, a timely mechanism is implemented in both the 

REDEC and REACT-DIS methods to maintain the forwarding status throughout the course of 

a window time, instead of repeating the contention process for each transmitted packet. 

Therefore, the REDEC and REACT-DIS methods provide videos with shorter delays 

compared to ReLoS. 

 However, the obtained delay levels of the ReLoS/QoESCF method are negligible and are 

significantly lower than the requirements defined by CISCO for video streaming (the obtained 

end-to-end delay is less than 5 seconds). Furthermore, REDEC and REACT-DIS fail to 

address the trade-off between frame delivery and end-to-end delay in low and medium 

densities. Consequently, their good results in terms of end-to-end delay have not any impact 

to enhance the quality of the received video. 

 



 

Chapter 5 Enhancing video dissemination over urban VANETs using line of 

sight and QoE awareness mechanisms  

 

112 
 

 

(a) Low-density vehicle scenario 

 

(b) Medium-density vehicle scenario 
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(c) High-density vehicle scenario 

Figure 5-11 Average end-to-end delay 

QoE indicators  

As mentioned previously, the QoS indicators help to measure network performance. However, 

they cannot be used to assess the video quality as perceived by the end-user. Therefore, the 

effects of QoE metrics, specifically PSNR and MOS, are analyzed, as shown in Figure  5-12 

and Figure  5-13, respectively. 

We need the PSNR and MOS values of the reference video to assess the video quality. 

They represent the PSNR and MOS values of the compressed video file before the 

transmission, and in our simulation, their values are 32.21dB and 4.02, respectively. 

Figure  5-12 shows the results in terms of the average PSNR of the decoded video at the 

receiver sides for different data rates and vehicle densities. The ReLoS/QoESCF outperforms 

the REDEC and REACT-DIS methods in terms of the PSNR for low and medium densities. 

For high density, the results obtained using the REDEC exceed slightly those obtained using 

ReLoS/QoESCF.  

Figure  5-12a shows the results for the low-density scenario, where the ReLoS/QoESCF 

maintains PSNR values between 28.54dB and 30.85dB for a data rate of up to 512 Kbps. The 
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average degradation obtained using the proposed method is 2.47dB compared to the PSNR 

value of the reference video, whereas those obtained using the REDEC and REACT-DIS 

methods are 8.99dB and 6.79dB, respectively.  

Figure  5-12b shows the PSNR results for the medium-density scenario. The 

ReLoS/QoESCF protocol can provide the best quality for a data rate of up to 512 Kbps, with a 

PSNR value of more than 30.35dB. The performance of the REDEC method is the poorest 

among the given methods. In contrast, for high-density scenarios, the PSNR obtained using 

the REDEC is significantly improved when it is compared to the low and medium densities 

results.  

As shown in Figure  5-12c, the results obtained using the three protocols are largely similar.  

For a data rate of 2 Mbps, the overall video quality degrades for the three protocols. 

However, the ReLoS/QoESCF ensures the best quality compared to the other protocols. For 

example, for high-density scenarios, the PSNR of the video delivered using the 

ReLoS/QoESCF is enhanced by 6.98dB compared to the REDEC protocol. This confirms the 

effectiveness of the relay node selection mechanism (ReLoS) and the retransmission method 

(QoESCF) proposed in this study.  

 

(a) Low-density vehicle scenario 
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(b) Medium-density vehicle scenario 

 

(c) High-density vehicle scenario 

Figure 5-12  Average peak signal-to-noise ratio 

As the PSNR metric does not reflect the structural quality of the video, it is important to 

consider the MOS to calculate the frame-by-frame difference between the quality of the 
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transmitted video and the possibly corrupted video in the receiver vehicles. Figure  5-13 shows 

that the ReLoS/QoESCF allows for the dissemination of videos with good quality at lower 

data rates, which compliments the PSNR results. 

 

(a) Low-density vehicle scenario 

 

(b) Medium-density vehicle scenario 
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(c) High-density vehicle scenario 

Figure 5-13 Average mean opinion score 

5.5 Conclusion 

Transmitting videos over VANETs is a challenging task due to the specificities of VANET, 

such as dynamic topology, shadowing phenomena, and lossy environments. 

 In this chapter, we proposed the ReLoS method for video streaming with line-of-sight 

awareness for urban VANETs. ReLoS disseminates videos with improved reachability 

relative to existing methods because it uses a reactive receiver-based scheme and a line-of-

sight heuristic to select the relay nodes.  

Compared to the two related protocols (REDEC and REACT-DIS), the combined 

ReLoS/QoESCF enables a significant enhancement of the quality of the transmitted video in 

terms of the PSNR, MOS, and frame delivery. However, the proposed method causes greater 

end-to-end delay than the other protocols; nevertheless, the obtained end-to-end delay does 

not exceed the threshold defined by CISCO.  Furthermore, our solution to cope with packet 

loss due to the communication disconnection and collisions was provided through the 
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QoESCF scheme. This scheme supports packet retransmission differentiation, wherein the 

priority of the retransmission is set to the most important packets.  

With the aim to design a collision-free solution, we intend in the future to exploit the multi-

channel architecture defined in the DSRC standard, to schedule concurrent transmissions in 

separate channels. The goal is to improve frame ratio delivery without incurring the additional 

message overhead caused by the SCF method. Furthermore, we plan to investigate the 

stability of vehicles located near intersections to design a timely broadcasting protocol. 



 

Chapter 6 Conclusion and Perspectives  
 

119 
 

Chapter 6 Conclusion and Perspectives 

The emergence of intelligent cities switches urban environments into connected digital space, 

making daily activities of people easy in different area of life. Nowadays, intelligent 

transportation systems (ITS) have been the most important component in smart cities. The 

main goal of intelligent transportation systems is to handle and share information that can 

limit possible collisions, hold traffic easy, and reduce the negative environmental influences 

of the transport sector on society. However, sharing information between ITS components can 

only be fully leveraged through VANETs integration.  

Through multi-hop data dissemination over VANETs, ITS can support wide set of 

transportation applications, such as emergency vehicle warning, accident notification, co-

operative navigation, location services, video streaming. Nevertheless, one of the principal 

challenges of VANETs is creating a reliable and efficient multi-hop dissemination protocol 

that can deal with high mobility of vehicles, intermittent communication, shadowing 

phenomena caused by obstacles such as building in city scenarios. 

Multi-hop broadcasting schemes should be designed to improve at least one of the three 

metrics: reachability, message overhead, and latency. Solutions designed for safety 

applications focus on improving both reachability and latency, whereas those created to 

support non-safety services can be more resilient to the latency. Thus, they should be designed 

to enhance reachability as the primary aim while keeping the latency in an acceptable range.  

Concerning video streaming, it has a stringent quality of service requirements. According to 

CISCO, the loss ratio and latency should not exceed 5% and 5s to get an acceptable video 

quality. Furthermore, any designed solution has to minimize the message overhead to avoid 

broadcast storm problem.  

In VANETs, there are two different environments: highway and urban scenarios. The 

principal difference between them is the layout of the road network and the spatial distribution 
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of vehicles. The mobility of vehicles on the highway is limited to uni-dimensional topology, 

while the mobility on the urban environment is constrained by a grid-like pattern.     

This thesis focuses on designing new solutions to improve the dissemination of two kinds 

of data in urban VANETs: non-safety message and video stream.  

6.1 Conclusion 

All along this PhD thesis, we have obtained valuable information about data dissemination in 

VANETs along with other related scopes such as video streaming. 

We have started by recapitulating the basic concepts of VANETs in. We mainly focused on 

the normalization aspect and the communication architecture. Furthermore, we reviewed the 

recent works in data dissemination according to a new taxonomy. Thus we classify these 

works based on the size of the region of interest: one-hop, multi-hop, and adaptive protocols, 

and we have sub-classified the multi-hop protocols into sender-based and receiver-based. 

Moreover, we have qualitatively analyzed multi-hop broadcast methods based on forwarding 

strategy, their requirements in terms of modules and infrastructures (E.g., beaconing system, 

GPS, RSU, and MAP ), the handled problems ( hidden terminal, broadcast problems, and 

intermittent communication), and their ability to self-preserve the anonymity of nodes. 

According to our observations, receiver-based methods have more advantages than sender-

based ones. Thus, all proposed methods in this thesis follow a receiver-based scheme.   

Furthermore, we highlight a special case of data dissemination which is video streaming in 

VANETs. Recent works are reviewed, including routing protocols and error recovery 

methods. 

Next, we present and detail our first contribution to improving data dissemination in 

VANETs. We focus mainly on urban VANETs. Based on our examination in forgoing 

chapters, we have noted that counter-based and minimum-distance-based heuristics are used 

in many works due to their high ability to address the broadcast storm problem. However, 

they mainly suffer from intrinsic stochastic behavior, which negatively affects the reachability 

metric. We provided extended versions of the distance-based protocol and counter-based 

protocol, aiming to enhance their coverage capacity using the road-network layout feature and 

hence to alleviate the effect of the stochastic behavior. The proposed protocols are Enhanced 
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Counter-based broadcast protocol in Urban VANET (ECUV) and Enhanced distance-based 

broadcast protocol in Urban VANET (EDUV). Furthermore, an analytical model is designed 

to evaluate these protocols. Unlike most related works that only evaluated broadcasting 

protocols using network simulation, ECUV and EDUV are evaluated through both analytical 

models and network simulation. The analytical results explicitly proved that the broadcasting 

probability in EDUV and ECUV was inversely proportional to the density of vehicles. More 

specifically, the broadcasting probability was increased when the traffic density was low to 

meet the coverage capability requirement, and it was decreased when the traffic density was 

high to address the broadcast problem. Furthermore, EDUV and ECUV performance was 

compared through network simulation with the performance of the basic schemes of counter 

and distance heuristics and the probabilistic forwarding strategy used in the REACT-DIS 

protocol. The simulation results clearly showed that the proposed protocols outperform the 

other solutions in terms of coverage capabilities while holding the end-to-end delay and 

message overhead at an acceptable level.      

This thesis also focuses on designing multi-hop broadcasting solutions for video streaming 

in urban VANETs. Thus we propose a receiver-based broadcasting solution that combines a 

line-of-sight-aware mechanism and a road-based bi-directional scheme to deal with both the 

shadowing phenomena and the need for coverage capabilities in urban VANETs. Our solution 

is termed Receiver-based Line-of-Sight-aware broadcasting protocol (ReLoS). Furthermore, 

we design an error recovery method through local retransmissions to deal with packets loss. 

Our solution enhances a retransmission method named store-carry-and-forward (SCF). Unlike 

the basic SCF, the proposed one is video-friendly and schedules the retransmission of each 

video packet based on its impact on the reconstructed video. The new SCF is named QoESCF. 

The combined ReLoS/QoESCF scheme showed a higher video streaming quality in terms of 

video packet delivery ratio, PSNR, and MOS while keeping the latency under the threshold 

recommended by CISCO.   

Chapter 6 concludes the work presented in the previous chapters and gives some future 

research directions. We finish with some perspectives that are deduced from the obtained 

results. 
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6.2 Perspectives 

To enhance data dissemination and more specifically video streaming in VANET, we intend 

to focus on the following perspectives as future works. 

 Stability of nodes: We have proposed in this work the ReLos/QoESCF mechanism 

that improves significantly the performance of video streaming in terms of frame 

delivery ratio, PSNR, and MOS. Though, ReLos/QoESCF follows a timer-based 

mechanism that increases the delay of transmission as compared to REACT-DIS and 

REDEC protocols. A promising way to deal with this issue could be by keeping the 

status of relay-node for a slot of time instead of repeating the process of selecting relay 

nodes for each transmitted packet. The slot of time can be determined according to the 

stability of the relay nodes. For instance, relay nodes near intersections are likely more 

stable, whereas nodes which are far away from intersections are less stable. Thus the 

time slot assigned to each relay node can be directly proportional to its stability. 

Besides, in our performance evaluation, we do not investigate the impact of vehicles' 

speed and how ReLos/QoESCF behaves in different urban scenarios. In future work, 

we plan to investigate the performance of ReLos/QoESCF by taking into consideration 

different mobility scenarios. More specifically, we project to check how 

ReLos/QoESCF would perform in a scenario with higher maximal velocity? How long 

are the contact times between the vehicles? How is this influencing the performance of 

our algorithm? 

 

 Cognitive radio for Vehicular Ad hoc Networks (CR-VANETs): Cognitive Radio 

(CR) can expand the capacity of communications in VANETs. CV checks the 

availability of the communication channel and accordingly adapts the transmission 

parameters based on the knowledge collected from the environment. The purpose is to 

adequately schedule the channels of the spectral band to minimize congestion in the 

network. The reliability and efficiency of multi-hop broadcast protocols can be 

improved using cognitive radio techniques. We intend in the future to focus on 

conducting our research in this direction. 

 Analytical models: Many analytical models follow a probabilistic scheme, such as the 

one proposed in our thesis. These models calculate only the probability of a node to 
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become a relay node and cannot provide the delivery ratio and message overhead of 

the evaluated broadcast protocols. We project in future work to design a new 

methodology to tackle this issue. This can be achieved by combining the probabilistic 

model and Monte Carlo simulation.   

 Several sender-based broadcast solutions use beaconing messages to select relay 

nodes. This class of solutions depends highly on the accuracy of the positioning 

information delivered through the beaconing messages to work correctly. However, 

nodes should broadcast these messages with high frequency to get accurate and timely 

information, but this can highly overload the wireless channel. In chapter 2, we have 

reviewed many adaptive beacon messages broadcast protocols proposed to find an 

optimal trade-off between the burden of the transmission overload and information 

accuracy. In future work, we project to conduct a comparison study between these 

works to select a suitable protocol that will be used to assist sender-based multi-hop 

broadcasting protocols. 
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Abstract
In recent years, the decentralized wireless Vehicular Ad hoc Networks (VANETs) have emerged as a key technology for

Intelligent Transportation Systems (ITS). The need for an efficient and reliable broadcast protocol, mainly in urban

VANETs, is of great importance to support different services such as road safety, traffic efficiency, entertainment and

advertisement. This paper proposes two new routing broadcast protocols: the Enhanced Counter-based broadcast protocol

in Urban VANET (ECUV) and the Enhanced distance-based broadcast protocol in Urban VANET (EDUV). Both of them

improve the distribution of data on urban VANETs. ECUV and EDUV use a road-network-topology-based approach to

select a set of relay nodes with enhanced coverage capabilities during the data delivery in urban Vehicle to Vehicle (V2V)

scenarios. They also improve the performance of the receiver-based protocols by alleviating the negative effect of their

stochastic behavior. We study the behavior of these protocols with an analytical model, which shows that the enhanced

versions reduce the transmission probability in high vehicle density to avoid the broadcast storm problem. Moreover, the

obtained results proved that these proposed protocols increase the transmission probability in low vehicle density to satisfy

the reachability requirement of data broadcasting. The network simulation results show clearly that ECUV and EDUV

outperform other methods in terms of coverage capacity and efficiency.
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1 Introduction

In recent years, ITS have contributed efficiently to the

improvement of the urban and inter-urban traffic manage-

ment, traffic security, driving safety, performance of

transportation systems and commercial vehicle operations

[1–4]. With the rapid evolution of the Micro-Electro-Me-

chanical Systems (MEMS) [5], ITS have introduced

smartness, connectivity, coordination, efficiency and

automated response for transportation policy optimization

[6, 7].

VANETs consist of interconnected vehicles that embark

sensing technologies. They at least allow exchanging

traffic, weather and emergency information. Therefore,

they constitute an essential technology for the development

of ITS. Furthermore, the fast evolution of different vehicle-

oriented sensors, together with wireless communication

technologies, the Internet of Things (IoT) and Cloud/Fog

computing have led to facilitate the emergence of the

VANETs [8, 9]. A VANET is a sub-class of Mobile Ad hoc

NETwork (MANET) that offers a communication infras-

tructure to share information between vehicles on the road

and between vehicles and ITS components [10]. In order to

make this infrastructure possible, vehicles and roads have

to be equipped with a set of components recognized as On-

Board Units (OBUs) and Road Side Units (RSUs),

respectively [8, 11, 12]. Fundamentally, a VANET pro-

vides two types of wireless communication: Vehicle to

Vehicle (V2V) and Vehicle to Infrastructure (V2I). V2I

allows the exchange of data between vehicles and the fixed

ITS components such as base stations, hotspots, traffic

lights and Electronic toll collection systems [13].

The broadcasting in VANET consists of the dissemi-

nation of data from a source vehicle to many destination

vehicles over a V2V multi-hop communication link. Sev-

eral VANET applications need data broadcasting such as

the transmission of traffic-related information, accident

notification, cooperative collision avoidance, and cooper-

ative autonomous driving application [11, 14, 15]. Fur-

thermore, broadcasting is the main operation for route

discovery and source paging in unicast routing protocols

[16–19].

The flooding schema is the most naive solution to

broadcast data in both MANET and VANET. In this one,

each node in the network blindly rebroadcasts the received

message. Unfortunately, the unnecessary rebroadcast of

messages cause excessive network resource consumption,

this problem is known as the broadcast storm problem [20].

Moreover, in the case of dense ad hoc networks, the blindly

message rebroadcasting produces a large number of colli-

sions and interference in the network. This latter deterio-

rates the effectiveness and reliability of the broadcasting

protocol. Therefore, reducing the number of relay nodes is

the most often accepted solution to avoid the high number

of collisions and interference. However, relay-nodes have

to be selected by considering the trade-off between the

coverage capability and the broadcast storm problem mit-

igation. The reliable broadcast heuristics aim to select a

minimum number of relay-nodes to avoid the broadcast

storm problem and maintain a maximum coverage

capability.

Most heuristics are designed specifically for MANET in

which the nodes are deployed in a free space environment.

Thus, there are no exact constraints that affect the move-

ment of the nodes. In such an environment, relay nodes

selection methods are commonly based on traditional for-

warding strategies like geographic-position-based methods,

statistical-based strategies, network-traffic-aware methods,

local neighborhood topology based strategies, etc [20].

However, in urban VANET, nodes movement and nodes

spatial distribution are likely related to the road network

topology. For this reason, there is a great need to use the

road network topology to enhance traditional strategies.

Broadcasting techniques can be broadly classified into

sender-based and receiver-based methods [21–25]. The

main prerequisite for sender-based protocols is that a sen-

der should obtain the topological information of one-hop

neighbors. This has to do with node identities and kinetics

information. It can be achieved through a simple exchange

of beacon messages between the one-hop neighbors. The

topological information enables the protocol to select the

best set of forwarders. However, for enhanced efficiency,

the neighborhood information should be updated at a high

frequency to overcome the rapid change in the topology.

Unfortunately, this may generate high beacon transmission

overhead and lead to an unfavorable transmission condition

and even collisions. To overcome this issue, the receiver-

based protocols are proposed. Each receiver node uses

typically a local state variable to establish a waiting time.

For example, the relative distance between the receiver and

the precedent forwarder can be used to make a decision,

whether to rebroadcast or not, based on the current state of

the receiver and a threshold value. This can be the number

of duplicate messages received within the waiting time that

should not exceed a certain threshold. Another advantage

of the receiver-based methods is that the anonymity

mechanisms of the nodes can be easily achieved because

they do not require exchanging vehicles identifiers in the

selection process of the relay-nodes [26]. Furthermore, a

comparative study between broadcasting protocols showed

that these methods at least outperform the sender-based

ones in terms of latency, collisions and message overhead

[27]. The drawback of the received-based protocols is that

they are characterized by stochastic behavior and generally

can not cover the full network.
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In the literature of receiver-based broadcasting proto-

cols, many heuristics have been proposed to overcome

collisions and interference problems while maintaining

maximum coverage and connectivity. Among the most

reliable methods, we can mention the ones proposed by

Tseng et al. [20]. Their first approach is the well-known

counter-based protocol. Tseng et al demonstrate a reverse

relationship between the number of duplicate messages

broadcasted by the immediate neighbors of a node and its

capability to cover a new area when it rebroadcasts the

received message. Specifically, a node in the counter-based

protocol broadcasts a message if it receives during a

backoff time a number of duplicate messages lower than a

threshold value. This threshold value is used mainly to

control the unsuitable redundant transmissions.

The second approach is the distance-based protocol. Its

mechanism uses the minimum distance heuristic to select

relay-nodes. Hence, this heuristic makes use of a threshold

distance from the sender to each one-hop receiver to dis-

tinguish between relay nodes and none relay nodes. The

heuristic is based on the fact that if two nodes are very

close, their rebroadcasting will likely cover the same area

of the network. Following this logic, the node acts as a

relay if only this distance is large enough.

The advantages of these two protocols rely mainly on

their receiver-based nature. Furthermore, counter-based

and distance-based schemas are highly able to reduce

unnecessary retransmissions in a fully distributed manner

and without a need to overload the transmission channel by

the beacon messages. Another advantage of these methods

relies on the tuning operation. Tuning is a critical factor to

improve the performance of broadcasting protocols. The

tuning operation in counter and distance-based methods is

an easy task as it requires only the adjustment of two

parameters: the maximum waiting time and the threshold

value. Consequently, many recent receiver-based broadcast

protocols based their forwarding strategy on counter-based

and distance-based schemas. Figure 1 shows the extension

of these two schemas as defined by Tores et al. [28].

For the above reasons, the counter-based and distance-

based schemas can be considered as promising broadcast

algorithms. Like most received-based protocols, the

downside of these two protocols is related to their

stochastic nature that can negatively affect their coverage

capacity.

It is possible to alleviate the issue of stochastic behavior

by selecting a set of relay-nodes that have an enhanced

spatial distribution. Specifically in urban VANET, vehi-

cles’ movement and vehicles’ spatial distribution are likely

related to the road network topology. Thus, a great need

arises to use the road network topology to select a set of

relay-nodes which have an enhanced coverage capacity.

In this paper, we firstly give counterexamples that show

how stochastic behavior prevents a message to disseminate

throughout particular road segments when these two

schemes are used in urban VANET. Next, we propose an

Enhanced counter-based and Enhanced distance-based

protocols for urban VANET, respectively ECUV and

EDUV, to increase the connectivity among vehicles in the

urban VANET. ECUV and EUDV are road-network-

topology-based solutions that allow the deployment of

relay nodes in all road segments to increase the coverage

capacity and hence maximizing the broadcast reachability.

Analytical models have in many cases significant

advantages over simulation models, especially concerning

the vision that they provide, the relative speed compared to

simulations and their general approach to evaluate the

performance under different conditions with just a

numerical formulation [29, 30]. One of the main contri-

butions of this work is to propose analytical models that

could be used to predict the performance of ECUV and

EDUV.

In order to capture the urban VANET particularities and

the characteristics of the proposed protocols, we have

considered various input parameters in the definition of the

analytical models such as threshold parameter, vehicle

density (The number of vehicles in the network), and the

road network size (The number of the road segments).

Besides, the proposed analytical models output the

rebroadcast probability of a vehicle in the network when

using ECUV and EDUV protocols. Based on our analytical

Fig. 1 Extension works of counter-based and distance-based broad-

cast protocols
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models, we can study the ability of ECUV and EDUV to

handle the broadcast storm problem and to analyze the

influence of the various threshold values on the behavior of

ECUV and EDUV.

The remainder of this paper is organized as follows.

Section 2 reviews the literature of the main VANET

broadcast protocols. Section 3 presents our contribution.

Section 4 presents and details the proposed analytical

models. The analytical models and network simulation

results are detailed and discussed in Sect. 5. Finally, the

conclusion and future works are presented in Sect. 6.

2 Related work

The characteristics of VANETs must be considered care-

fully in the design of reliable broadcast protocols. This

section depicts the widely used broadcast protocols to

disseminate information in VANETs and their specificities

in terms of scalability, infrastructure requirements, and

heuristics used to forward data.

Korkmaz et al. [31] proposed the Urban Multi-Hop

Broadcast protocol (UMB), whichwas intended to undertake

the broadcast storm problem in urban VANET when the

vehicle density is high. UMB requires the presence of Road-

Side-Units (RSUs) at all intersections of the region of

interest. This setting allows the propagation of the broad-

casted message among all directions of each road. The RSUs

have an enhanced line-of-sight when the network contains

some obstacles such as tower buildings. In UMB, each relay

node chooses the most distant neighbor vehicle within its

communication range to broadcast data. Due to its reliable

strategy, based on the line-of-sight and the farthest distance

heuristics, UMB performs better in terms of efficiency and

reachability in high traffic densities. The disadvantage of

UMB is that it requires the presence of the RSUs at all street

crossing points, which cannot always be possible.

Viriyasitavat et al. [32] proposed the Urban Vehicular

Broadcast (UV-CAST) protocol that deals with the network

fragmentation and collision problems. UV-CAST intro-

duced the store-carry-and-forward as a mechanism for

recovering lost messages. This regime relies on the defi-

nition of the perimeter vehicles in the connected zone. UV-

CAST supposes that the perimeter vehicles have a higher

likelihood of experiencing new neighbors. Therefore, these

vehicles keep each received message in a local buffer and

forward the saved message whenever they detect a new

neighborhood vehicle. However, when a set of perimeter

vehicles detects a lost message, they immediately proceed

to send this message without any coordination. Conse-

quently, redundant transmissions are highly increased.

In [33], Tonguz et al. proposed a new VANET reactive

broadcast protocol named a Distributed Vehicular

broadCAST protocol for vehicular ad hoc networks (DV-

CAST). It disseminates the messages in highway VANET

based on the neighborhood topology data. DV-CAST takes

into consideration the various kinds of traffic conditions. It

includes three noteworthy functions. Namely, one-hop

neighborhood detection function, broadcast concealment

mechanism, and store-carry-and-forward mechanism. One-

hop topology information is used to estimate the current

vehicle density in the road network. In a high vehicle

density scenario, DV-CAST applies the broadcast con-

cealment mechanism, where a vehicle broadcasts the

message with a probability p directly proportional to the

distance between this vehicle and the one-hop sender

(Weighted p-Persistence forwarding heuristic) [34]. By

contrast, if the traffic density is low, DV-CAST uses the

store-carry-and-forward mechanism to deliver the received

message across the disconnected clusters. The drawback of

DV-CAST specifically lies in the scalability factor. It is

only designed to operate in highway scenarios.

Villas et al. [35] suggested a novel Data dissemination

pRotocol In VEhicular networks (DRIVE). DRIVE is a

scalable protocol that works under different traffic densities

and also over both urban and highway scenarios. Unlike the

most existing broadcast protocols, which handle the

broadcast storm issue in well-connected VANETs, DRIVE

is designed to operate under any traffic conditions,

including network partition scenarios. In high traffic den-

sity, DRIVE assigns the broadcast task to the vehicles

inside a special forwarding zone called the sweet spot. To

this end, the communication range of each sender is divi-

ded into four equal zones and one sub-region in each zone

is designed as a sweet spot. The vehicles inside a sweet

spot are most appropriate to forward data. Namely, among

all vehicles within the communication range of a sender,

the broadcast by a single node inside the sweet spot is

sufficient to successfully delivering data. In low traffic

density, where the network is likely partitioned, DRIVE

delegates the task of disseminating data across network

partitions to the vehicles that are outside the area of

interest. The main drawback of DRIVE is the use of a

backoff timer, which could increase the end-to-end delay.

In [36], Martinez et al. proposed a new distance-based

broadcast scheme named the Enhanced Street Broadcast

Reduction Scheme in Real Maps (eSBR). It improves the

distance-based broadcast protocol to ensure the timely

delivery of safety messages over urban VANETS. The

proposed solution is based on some network information

such as city structure to guarantee intelligent broadcasting.

The drawback of this broadcast protocol is that interference

and collisions are more probably to happen due to the lack

of a mechanism against synchronous rebroadcasts.

Slavik et al. [26] designed a Distribution-Adaptive

Distance with Channel Quality (DADCQ) protocol to
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address the need for the broadcast communications in

VANETs. DADCQ protocol is based on the distance-based

broadcast schema to choose the relay vehicles. The per-

formance of distance-based broadcast schema widely

depends on the estimation of the distance threshold value.

But, it is hard to fix an optimal value that deals with the

tradeoff between efficiency and coverage capability. Typ-

ically, three factors affect the ideal value of the distance

threshold. Namely, traffic density, vehicles’ spatial distri-

bution and the quality of the communication medium.

These three factors summarize the main network charac-

teristics that influence the performance of the broadcast

protocol. The proposed protocol uses a threshold function

that adapts its value to the variation of these three factors.

The main disadvantage of DADCQ is the lack of a

mechanism for recovering the lost packets.

In [37], Wu et al. designed a fuzzy-based dissemination

protocol (FUZZBR). It uses a fuzzy logic approach to

select an optimal subset of forwarding vehicles by com-

bining three metrics: the distance between vehicles, vehi-

cles’ mobility, and received signal strength (RSSI).

FUZZBR also engages a lightweight retransmission

mechanism to recover the loss of packets with minimum

overhead. The main issue of this protocol is that it does not

consider the MAC layer contention time in the forwarders

selection process, which could produce inefficient dis-

semination in high vehicle density scenarios.

In an other research, named The Reactive Density-

Aware and Timely Dissemination Protocol (REACT-DIS)

[38], the decision of a node to become a rebroadcaster is

based on the number of retransmissions of the same packet

during a waiting time. The waiting time is calculated based

on the geographic greedy approach, where the farthest node

has a shorter waiting time. The farthest nodes are likely to

have a high probability of receiving a small number of

duplicates, making them more convenient to retransmit the

received packets. Starting from the assumption that the

expected additional coverage area of the candidate node

decreases when the number of duplicate packets increases,

REACT-DIS follows a probabilistic density aware scheme.

Specifically, when the waiting time expires, nodes try to

rebroadcast the packet with a probability that exponentially

decreases with the number of duplicate packets.

Bradai et al. [39] proposed ‘‘Efficient video streaming

for cognitive radio VANET’’ (VICOV). It selects an opti-

mal set of forwarding vehicles to mitigate the effect of the

broadcast storm problem and to achieve high data delivery

ratio. The decision to become a relay vehicle is based on a

new centrality heuristic termed dissemination capacity.

This heuristic provides high data delivery. It is designed to

deal with the tradeoff between efficiency and reliability.

However, VICOV doesn’t consider the vehicle’s spatial

distribution factor in the relay vehicles selection process.

Rehman et al. [40] proposed a Bi-Directional Stable com-

munication schema (BDSC). It depends on bidirectional

neighborhood-based link quality measure and geographic-

greedy heuristic to determine the forwarding schema. BDSC

is designed to enhance the coverage capability, packet ratio

delivery and end-to-end transmission delay over high vehicle

density scenarios. An exchange of beacon messages in

association with lightweight implicit acknowledgment

mechanism is used to estimate the link quality between source

vehicle and its one-hop neighbors. As indicated by the Nak-

agami Fading Channelmodel, the further away is the receiver

from the source vehicle, the more complicated for that

receiver to decode correctly the received signal [12]. Con-

sequently, BDSC protocol excludes, from the set of for-

warding candidates, the vehicles that have a distance from the

source vehicle higher than dmean, where dmean is the mean of

euclidian distances from the sender to its one-hop neighbors.

The fundamental issues of this protocol lie in the way that it

does not consider the distance between the candidates, which

could lead to the selection of relay-nodes that cover the same

area. Moreover, it does not take into consideration past

observations to calculate the current link quality.

Tian et al. [41] designed a distributed Position-Based

protocol for emergency messages broadcasting in

VANETs. Because each type of emergency message has a

specific zone of interest (ZoI), it is important to select the

adequate broadcast direction and the number of hops

required to deliver each message to its appropriate ZoI.

Consequently, the authors have designed a protocol that

adapts the broadcast schema according to the type of

emergency message. It minimizes sufficiently network

resources consumption and improves broadcast reliability

because it disseminates exactly emergency messages

across their zones of interest. However, this protocol is

designed only for emergency-oriented applications.

Ravi et al. [14] assessed the random behavior of the traffic

flow to determine the ability to build amulti-hop path overV2V

communication links in VANET. The traffic flow data, which

was collected from a two-lane highway, has shown that the

arrival rate of vehicles obeys to the Poisson distribution law, and

the E2E connectivity obeys to the binomial distribution law.

Furthermore, the authors of this work proposed a stochastic

multi-hop broadcastingmethod that takes into consideration the

aforementioned distributions in the design of the new schema.

Besides, Ravi et al. evaluated the connectivity between vehicles

in the networkby theM/M/1queuing theory.They show that the

connectivity relies on two factors: the spatial distance between

vehicles and the number of V2V paths in the highway scenario.

Table 1 summarizes the main characteristics of the broadcast

protocolspresentedabove.Wenote thatmost authors focuson the

heuristics associated with the broadcasting strategy because the

coverage capacity of any protocol directly depends on these

heuristics. As outlined in table 1, UMB, UV-CAST, DV-CAST,
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and DRIVE are based on the farthest distance heuristic. The

principal difference between them is when considering the scal-

ability criterion. DV-CAST is designed to work exclusively in

highway scenarios. UMB and UV-CAST are designed for urban

scenarios. Whereas DRIVE adapts its strategy to both highway

and urban scenarios. We also notice that eSBR and DADCQ are

based on the minimum-distance-based strategy. Namely, they

keep a minimum distance between the selected relay nodes to

avoid redundant transmissions.As shown in table 1many authors

have proposed new heuristics to enhance the broadcast coverage

capabilities. For instance, link quality, node centrality and signal

strength heuristics are proposed in recent works. Furthermore,

most protocols follow receiver-based approaches in which the

decision about rebroadcasting of each received message is taken

on the receiver side rather thanon the sender side.Wealso see that

among all presented protocols, eSBR is the only one that uses

road-network-topology-based strategy. However, because of the

lackofamechanismtoavoid synchronous transmissions, eSBRis

prone to collisions and interference. Unlike eSBR, our proposed

approach (EDUV) tackle thiskindofproblemwhile combines the

minimum-based and the road-network-topology-based strategies

to enhance the coverage capability.

3 ECUV and EDUV protocols

3.1 Analysis of the stochastic behavior

In this sub-section, we analyze the basic schemas of

counter-based and distance-based protocols. First, an

overview of these protocols is provided. Next, two exam-

ples that show how the stochastic behavior of these sche-

mas could prevent the message propagation among the

different directions of the road network are given.

3.1.1 Analysis of counter-based protocol

The counter-based technique uses a one-hop traffic-aware

mechanism to reduce redundancy and concurrent access.

Accordingly, when a node receives a message, it applies a

random backoff time. During this period, the node counts

the number of duplicate messages retransmitted by its one-

hop neighbors. After the expiration of the backoff time, the

node broadcast the message only if the calculated number

of the listened messages during the waiting time is less than

a predetermined threshold Cthr. Figure 2 outlines the main

steps of this algorithm.

Figure 3 outlines a special case when counter-based

schema disseminates a message in urban VANET. We

Table 1 Summary of the relevant broadcast protocols for urban VANETs in the literature

Protocol Broadcasting mechanism RB/

SB

BM TF-BM Problems

treated

MI AV

FD MD CEB CB LsB LqB MB Bs IC HT

UMB [31] Yes No No No Yes No No RB No - Yes Yes Yes GPS, RSU,

Map

Conserved

DV-CAST

[33]

Yes No No No No No No RB Yes High

frequency

Yes Yes No GPS Conserved

UV-CAST

[32]

Yes No No No Yes No Yes RB No – Yes Yes No GPS Conserved

DRIVE [35] Yes No No No No No No RB No – Yes Yes No GPS Conserved

eSBR [36] No Yes No No No No No RB No – Yes No No GPS Conserved

DADCQ [26] No Yes No Yes No No No RB Yes Low

frequency

Yes No No GPS Conserved

FUZZBR

[21]

Yes No No No No Yes Yes SB Yes High

frequency

Yes Yes No GPS Not

Conserved

VICOV [39] No No Yes No No Yes No RB Yes High

frequency

Yes Yes No – Not

Conserved

BDSC [12] No No No No No Yes No SB Yes High

frequency

Yes No No GPS Not

Conserved

Tian et al.

[41]

No No No No No No No RB No – Yes No No GPS, Map Conserved

React-Dis.

[38]

Yes No No No No No No RB No – Yes No No GPS Conserved

BM Beacon Messages, TF-BM Transmission Frequency of Beacon Messages, MI Modules and Infrastructure,AV Anonymity of Vehicles.

FD Furthest Distance, MD Minimum Distance, RB/SB Receiver-Based/Sender-Based, CB Clustering-Based, CEB Centrality-Based, LsB Line-of

sight-Based, LqB Link-quality-Based, MB Mobility-Based, Bs Broadcast storm, IC Intermittent Connection, Hidden Terminal
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assume in this case that the value of the threshold Cthr is set

to one. We point up that the bold-lines (in Figs. 3, 5)

represent the one-hop links between the vehicles. As shown

in Fig. 3, the vehicle S broadcasts a message to its one-hop

neighbor vehicles (A, B, C and D) for the first time. When

these neighbor vehicles receive the message, they wait for

an arbitrary time (random waiting time) before taking a

decision to either rebroadcast or left behind the received

message. In this example, we have considered the worst

case in which the waiting time of the vehicle A expires

before the ones of the vehicles B, C and D. Upon the

waiting time of the vehicle A expires, it rebroadcasts the

received message. As a result, the rebroadcasts of the

vehicles B, C, and D are suppressed. Hence, the propaga-

tion of the message across the roads 2, 3, and 4 is prevented

(because the number of duplicate messages is equal to the

threshold value). This problem occurs because of the

stochastic behavior of this protocol that negatively affects

the spatial deployment of the relay-nodes in the network.

3.1.2 Analysis of distance-based protocol

The second schema is the distance-based broadcast proto-

col. Figure 4 outlines the main steps of this algorithm. This

mechanism is based on the distance heuristic. Accordingly,

if node A is very close to its neighbor node B, there is little

additional coverage when node B will be the next broad-

caster node. By contrast, if node A is far away from the

node B, the extra coverage will be wider. Consequently,

when the node B receives at the first time a message, it

takes the broadcast decision of this message based on the

distance between it and the node A. When this distance is

lower than a predefined threshold (Dthr), the node B pre-

vents the rebroadcasting of the received message. Other-

wise, the node B rebroadcasts the received message after

the timeout of a random delay, providing that the same

message has not been received from another node C where

jjBCjj �Dthr (Dthr is the distance threshold value).

Figure 5 outlines a very serious scenario when the dis-

tance-based schema is used. We assume in this scenario

that the distance between the vehicles S and B is higher

than Dthr, the distance between the vehicles S and C is

higher than Dthr and the distance between the vehicles C

and B is lower than Dthr. For instance, the vehicle S ini-

tially broadcasts a message toward its immediate neighbor

vehicles (A, B and C). When these latter receive the

broadcasted message, they wait for a random time (waiting

time). If the waiting time of C expires before the one of B,

vehicle C rebroadcasts the received message to its one-hop

neighbors. Therefore, the vehicle B inhibits the rebroad-

casting of this message because the distance from C to B is

lower than Dthr. Consequently, the broadcasted message

can not propagate in the Road 3.

3.2 Proposed methods

As it is shown in Sect. 3.1, the drawback of the conven-

tional schemas of receiver-based broadcast protocols is

mainly related to their stochastic behavior, which can

prevent message propagation across all road segments.

Consequently, one can not ensure that they always meet the

coverage capacity requirement. The main aim of this work
Fig. 2 Flowchart of counter-based broadcast protocol

Fig. 3 Counter-based protocol scenario

Fig. 4 Flowchart of distance-based broadcast protocol
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is to alleviate this issue by taking into consideration the

relative positions of relay nodes with respect to the layout

of the urban road network. In an urban scenario, vehicles

can not move freely and anywhere in their environment,

but they are imposed to roll according to the road network

topology. Therefore, the road network topology is a very

important characteristic of urban VANETs that can not be

omitted in the design of a reliable broadcast protocol.

Unfortunately, most receiver-based protocols do not con-

sider the road network layout in the definition of relay

nodes selection strategy. In this section, we present two

new receiver-based protocols (ECUV and EDUV proto-

cols), designed to handle the broadcast process in an urban

scenario. ECUV and EDUV use the road-network-layout

information to enhance broadcast reachability and cover-

age capabilities in urban VANET. The list of notations

utilized in the different algorithms is given in Table 2.

3.2.1 Network model, system requirements and general
approach

We consider a set of n vehicles V ¼ fv1; v2; . . .; vng that

move over an urban area. A VANET can be defined as a

graph represented by a set of vertices and a set of edges,

where each vehicle vi 2 V ; i ¼ 1::n denotes a vertex, and

each DSRC wireless link between two vehicles vi and vj; i 6
¼ j represents an edge. The immediate neighborhood of a

vehicle vi is a subset INðviÞ of the set V, where each element

of INðviÞ lies within the transmission range of vehicle vi.

All vehicles in the network are equipped with a local-

ization sensor (e.g., a GPS receiver), a digital map of the

road network, a geo-coding module, and an 802.11p wave/

DSRC network interface controller. The geo-coding mod-

ule is used to recover the nearest road segment in the road

network map for given geo-position coordinates. By con-

vention, a road segment refers to a street bounded by two

consecutive junctions. Thus, we define the road network

layout as a graph G(VG, EG), where vertices

VG=fvg1; vg2; . . .; vgng are the set of junctions in the road

network and edges EG=feg1; eg2; . . .; egpg are the set of

road segments (streets) connecting these junctions. Fig-

ure 6 illustrates an example of how to segment the road

network to show the layout feature. Besides, the system

complies with the protocol requirements, by using a digital

map,to provide a unique identity to each road segment.

Also, to be included, the header field of each transmitted

packet requires the position coordinates of the sender and

the sequence number of the transmitted message.

Multi-hop broadcasting protocols in urban VANETs are

intended to support the requirement of vehicles to share data

with one other within a two-dimensional urban area. The

information is shared by delivering data to vehicles within an

urban region over amulti-hopV2V link.The typical use case is

the point of interest notification service, in which a roadside

unit announces the availability of a point of interest to the

surrounding vehicles. E.g., the broadcast of information

regarding vehicle energy supply station, such as its location,

the types of the available energies and the associated waiting

Fig. 5 Distance-Based protocol scenario

Table 2 Notations used in the different algorithms

Notations Descriptions

S Node state variable.

H The heuristic that defines the suitability of

nodes for rebroadcasting a received message.

ðXRN ; YRNÞ Geographical position coordinates of

the receiver node.

ðXSN ; YSNÞ Geographical position coordinates of

the sender node.

Id roadRN Road segment identifier of the receiver node.

Id roadSN Road segment identifier of the sender node.

Map to SIðX; YÞ The function that maps the geographical

position coordinates to the corresponding

road segment identifier.

Minfx1; x2g Return the minimum value between

two numbers x1 and x2.

Thr Threshold parameter

Cthr Counter threshold parameter.

Dthr Distance threshold parameter.

c Counter variable.

dmin Minimum distance variable.

Fig. 6 Road network layout example
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time. Thus, the main requirement of this type of broadcasting

protocols is to select a subset of relay nodes R ¼
fr1; r2; . . .; rkg from the set V, such that

INðr1Þ [ INðr2Þ [ INðr3Þ [ � � � [ INðrkÞ ¼ V . A very high

value of k can lead to the broadcast storm problem, whereas a

very low value can negatively affect the coverage capacity.

Most receiver-based multi-hop broadcast protocols are

designed around a broadcast concealment mechanism. The

main purpose of this mechanism is to avoid the not useful

transmission redundancy while maximizing the coverage

capacity of the broadcast protocol.

Our methods combine a new road-based broadcast conceal-

ment mechanism and the common design of the received-based

approach,whereinvehiclescalculate thevalueof a statevariableat

their positions andcompare thevalueof this variable to a threshold

value to determine their suitability to rebroadcast a received

packet. If we assume that v is an element of a given clusterC, the

vehiclevdetermines thevalueof its statevariablebasedonlyonthe

duplicate packets received from members of this cluster. E.g., in

Figure. 7, to extract the layout feature of the road network in the

vicinity of vehicle A, the shape of the transmission range of A is

decomposed into five segments, and the vehicles in each segment

are grouped into the same cluster.In this manner, we obtain 5

clusters :SEG1 ¼ fA;B;Cg, SEG2 ¼ fDg, SEG3fE;Fg,
SEG4 ¼ fGg, SEG5 ¼ fH; I;Gg. According to the road-based
concealment broadcast mechanism, the state variable of A could

only be affected by the duplicate packets received fromvehiclesB

and C because they are in the same cluster as A. Namely, the

packets broadcasted bymembers of clusters SEG2, SEG3, SEG4,

and SEG5 can not suppress the rebroadcast of vehicle A. When

thisprocess is repeated ineachhop, it allows thedeploymentof the

relay nodes in all road segments.

Algorithm. 1 details the main steps of the Road-based

broadcast concealmentmechanism.Likemost receiver-based

broadcast protocols, once the first copy of the message m is

received, the receiving node initializes the state variable S

according to the heuristicH, savesm in the internal cache, and

schedules a timer to expire after random t seconds (Algo-

rithm. 1 lines (2-7)). H is the heuristic that defines the suit-

ability of nodes for rebroadcasting a received message. As

shown in Algorithm. 1 lines (8-16), the new feature of the

Road-based broadcast concealmentmechanism ariseswhen a

candidate vehicle receives a duplicate message. Namely, it

updates the value of the state variable S, according to the

heuristic H, only if the sender and the receiver are on the same

road segment, provided that the timer is currently scheduled.

Finally, upon the timer expires, the nodemakes its decision to

become a relay-node based on the value of S relative to the

threshold Thr.

3.2.2 Enhanced Counter-based broadcast protocol in Urban
VANET (ECUV)

In this section, we present our first contribution to support

message broadcasting in urban VANET. Our solution uses

counter-based heuristic in association with the road-based

broadcast concealment mechanism to enhance the coverage

capacity inurbanVANET.To this purpose, eachvehicle utilizes

a counter to keep aware of how many times the disseminated

message is received from themembers of its cluster. Algorithm.

2 presents the main steps of ECUV protocol. As shown in this

algorithm,when a vehicle receives a newdisseminatedmessage

for the first time, it initializes a local counter c to 0. Besides, this

vehicle stores the received message in a local buffer for aFig. 7 Road-based broadcast concealment mechanism
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possible future rebroadcasting and schedules a timer to expire

after a random number of seconds (lines 2-7).When the vehicle

receives a duplicate message from amember of its cluster (road

segment), it increments the counter c if a timer is currently

scheduled for the received message (lines 8 to 16). When the

timer expires (line 17), the value of c is checked to decide

whether or not to rebroadcast the message. If the value of c is

higher or equal to the value of the threshold Cthr, the vehicle

prevents themessage rebroadcasting (linse 18-19).Otherwise, it

rebroadcasts the received message (lines 20-21).

3.2.3 Enhanced Distance-based broadcast protocol
in Urban VANET (EDUV)

This section presents our second contribution which com-

bines the minimum Distance-based heuristic and the

framework of the new road-based broadcast concealment

mechanism to handle the broadcasting process in urban

VANET. Namely, the protocol updates the value of the state

variable only if the sender and receiver are on the same road

segment (sender and receiver are one-hop neighbors). The

state variable in EDUV is the minimum distance dmin.

Algorithm. 3 presents the proposed EDUV protocol. As

outlined in Algorithm. 3 (lines 1-14), when the vehicle

receives a new message, it initiates a timer for this received

message only if one of the following two cases is satisfied.

– The two vehicles (sender and receiver) are on the same

road segment and the distance between them is higher

than the threshold Dthr .

– The two vehicles (sender and receiver) are located on

different road segments.

During the waiting time, each vehicle observes the dupli-

cate packets received from its vicinity. If this vehicle

receives a duplicate packet from a sender that lies within

the range of its road segment, it updates the value of the

state variable dmin. The new value of dmin is set to the

distance from the sender to the receiver only if this distance

is less than the current value of dmin Algorithm. 3 (lines 15-

23). The process in which a vehicle decides whether to

rebroadcast or not the received packet is depicted in

Algorithm. 3 (lines 24-26). This process is triggered when

the timer expires. The vehicle checks if the distance dmin is

not less than the permitted minimum-distance Dthr. In the

event where dmin is greater than Dthr, the vehicle broadcasts

the received message. By contrast, if dmin is less or equal to

Dthr, the vehicle drops the message.
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4 Analytical model

This section presents the theoretical analyses of the proposed

ECUV and EDUV broadcast protocols. An analytical model

is provided to predict the behavior of these protocols. The

model is inspired by the work of Williams et al. [42]. In their

work, the authors designed a probability model to predict the

broadcast probability for counter-based and distance-based

broadcast protocols inMANET. They assumed that the nodes

are deployed in an obstacle-free area where there is no con-

straint on the mobility of nodes. In this work, we adapt the

analytical model of Williams et al. to predict the behavior of

ECUV and EDUV in the urban Manhattan-like topology.

4.1 Model requirements and assumptions

Because it is difficult to establish the model under complex

and irregular road-map layout of urban VANET, the fol-

lowing assumptions are introduced to simplify the problem.

1. The distribution of road segments follows a Manhat-

tan-like topology. Figure 8 illustrates the Manhattan-

like road map for the proposed analytical model. The

topology of this roadmap consisted of n segments that

have the same length and the same width. Moreover,

the road segments are distributed according to a

rectangular grid topology.

2. We assume that the communication radius has the

same value for all vehicles in the network, and the

length of each road segment is lower or equal to this

radius. Therefore, when two vehicles are on the same

road segment, they will necessarily be one-hop neigh-

bors (for more details, refer to Sects. 4.2 and 4.3).

3. Vehicles are uniformly distributed over the network.

The initial geographical positions of the vehicles are

randomly distributed over the road map. When a

vehicle reaches an intersection, it goes straight, turns to

the left, turns to the right, or turns backward with the

same probability (the model is built around a stochastic

feature). Namely, the probability of taking a specific

direction is 1
4
(the probability is randomly and uni-

formly distributed).

4. As defined in [42], the probability of forwarding is the

same for all the vehicles in the networks.

4.2 Model for EDUV protocol

This section presents the proposed analytical model that

predicts the behavior of EDUV protocol. Let v1 and v2 two

vehicles that circulate on the same road segment. We

assume that the timers of v1 and v2 are scheduled. We give

the following elementary events to calculate the probability

of v1 receiving a message from the vehicle v2 during the

waiting time such that the distance between them is lower

or equal to the threshold Dthr.

– C1: The vehicles v1 and v2 move along the same road

segment.

– C2: The distance between the vehicles v1 and v2 is

lower or equal to the threshold Dthr.

– C3: The vehicle v2 sends the message.

– C4: The scheduled timer of the vehicle v2 expires

before the scheduled timer of the vehicle v1.

It is important to remember that v1 receives directly the

message transmitted by v2 only if the two vehicles are one-

hop neighbors. In our model, we assume that the length of

each road segment is less or equal to the communication

range radius (the second assumption in Sect. 4.1). There-

fore, this condition is implicitly fulfilled by C1.

Let n is the number of road segments in the roadmap. The

geographical positions of the vehicles are uniformly dis-

tributed in the network. Consequently, the probability that

the vehicles v1 and v2 are located together on the road seg-

ment i (event C1) is given by Eq. 1.

piðC1Þ ¼
Ai

Pn

k¼1

Ak
ð1Þ

Where Ak is the area of the road segment k.

By considering the first assumption defined in Sect. 4.1

(all the road segments have the same length and the same

width, and hence they have the same area A), we can

deduce the Eq. 2.

pðC1Þ ¼ p1ðC1Þ ¼ p2ðC1Þ ¼ . . . ¼ pnðC1Þ ¼
A

n� A
¼ 1

n

ð2Þ

The probability that the distance between the vehicles v1
and v2 is lower or equal to the threshold Dthr (event C2) is

given by Eq. 3.
Fig. 8 3� 3 Manhattan-like topology
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pðC2Þ ¼
Dthr

Lseg
ð3Þ

Where Dthr is the distance threshold and Lseg is the length

of the road segment.

We assume that the probability p to broadcast a received

message is the same for all vehicles in the network.

Therefore, the probability that the vehicle v2 sends the

received message (event C3) is given by Eq. 4.

pðC3Þ ¼ p ð4Þ

let S be a sample space which is composed of two events

E1 and E2.

– E1: the scheduled timer of the vehicle v2 expires before

the scheduled timer of the vehicle v1.

– E2: the scheduled timer of the vehicle v1 expires before

the scheduled timer of the vehicle v2.

Because the waiting time value is uniformly distributed in

the same interval for the vehicles v1 and v2, the probability

of any outcome of the sample space S is likely the same.

Thus,

pðC4Þ ¼ pðE1Þ ¼ pðE2Þ ¼
1

2
ð5Þ

The four events C1, C2, C3, and C4 are independent. Thus,

the probability that the vehicle v1 inhibits the transmission

of the received message is given in Eq. 6.

pðC1 \ C2 \ C3 \ C4Þ ¼ pðC1Þ � pðC2Þ � pðC3Þ � pðC4Þ

¼ 1

n
� Dthr

Lseg
� p� 1

2

¼ p� Dthr

2� n� Lseg

ð6Þ

Consequently, the probability that the vehicle v1 broadcasts

the received packet is given by Eq. 7.

p ¼
�
1� pðC1 \ C2 \ C3 \ C4Þ

�N�2 ð7Þ

Where N is the number of vehicles on the road map. In the

Eq. 7, we use N � 2, because the vehicle v1 and the vehicle

from which v1 gets the first copy of the message (the

vehicle that initialized the timer) are both excluded.

We also note that the vehicle that initializes the timer of

the vehicle v1 must have a distance to v1 higher than Dthr,

when v1 and this vehicle are on the same road segment.

This condition has a probability p given in Eq. 8. As a

result , p is given by Eq. 9.

p ¼ 1� Dthr

n� Lseg
ð8Þ

p ¼ p�
 

1� p� Dthr

2� n� Lseg

!N�2

ð9Þ

Finally, the broadcast probability is calculated according to

the following formula.

p�
 

1� Dthr

n� Lseg

! 

1� p� Dthr

2� n� Lseg

!N�2

¼ 0 ð10Þ

4.3 Model for ECUV protocol

This section presents the proposed analytical model that

predicts the behavior of ECUV protocol. In our proposed

analytical model, the following three conditions (elemen-

tary events) must be satisfied to increment the counter of

v1.

– C1: The vehicles v1 and v2 move along the same road

segment.

– C2: The vehicle v2 sends the received message.

– C3: The scheduled timer of the vehicle v2 expires before

the scheduled timer of the vehicle v1.

Let n is the number of road segments in the roadmap. The

positions of the vehicles are randomly and uniformly dis-

tributed in the network. Thus, the probability that v1 and v2
are on the same road segment (event C1) is given by

Eq. 11.

pðC1Þ ¼
1

n
ð11Þ

The probability that the vehicle v2 broadcasts the received

message is given by Eq. 12.

pðC2Þ ¼ p ð12Þ

We assume that S is a sample space composed of the fol-

lowing two events.

– E1: the scheduled timer of the vehicle v2 expires before

the scheduled timer of the vehicle v1.

– E2: the scheduled timer of the vehicle v1 expires before

the scheduled timer of the vehicle v2.

The values of the scheduled timers are uniformly dis-

tributed in the same interval for the vehicles v1 and v2.

Consequently, the probability of any outcome of the sam-

ple space S is likely the same. Thus,

pðC3Þ ¼ pðE1Þ ¼ pðE2Þ ¼
1

2
ð13Þ

The vehicle v1 increments its counter based on the proba-

bility pinc (Eq. 14).
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pinc ¼ pðC1 \ C2 \ C3Þ ð14Þ

The three events C1, C2 and C3 are independent. As a

result, pinc is given by the following equation.

pinc ¼ pðC1Þ � pðC2Þ � pðC3Þ ð15Þ

Based on Eqs. 11, 12 and 13, we can deduce Eq. 16.

pinc ¼
1

n
� p� 1

2

¼ p

2� n

ð16Þ

The probability that the vehicle v1 exactly receives i

duplicate packets (from vehicles that are on the same road

segment where v1 is located) is given by Eq. 17.

pi ¼ CN�2
i � pinc � ð1� pincÞN�2�i

¼ CN�2
i � p

2� n

�
1� p

2� n

�N�2�i ð17Þ

Where N is the number of vehicles in the network.

As defined in [42], N � 2 is used in Eq. 17, because the

vehicle v1 and the vehicle from which v1 get the first copy

of message are excluded.

The probability to receive a number of duplicate packets

lower than Cthr is given in Eq. 18.

PðZ\CthrÞ ¼
XCthr�1

k¼0

CN�2
k

�
pðYÞ

�k�
1� pðYÞ

�N�2�k

ð18Þ

where Z is the number of duplicate packets variable and

(Y ¼ C1 \ C2 \ C3).

Based on Eqs. 16 and 18, we can deduce Eq. 19.

PðZ\CthrÞ ¼
XCthr�1

k¼0

CN�2
k

� p

2� n

�k�
1� p

2� n

�N�2�k

ð19Þ

Finally, the probability to broadcast a message is calculated

by the following equation.

p�
XCthr�1

k¼0

CN�2
k

� p

2� n

�k�
1� p

2� n

�N�2�k

¼ 0 ð20Þ

5 Performance evaluation

This part analyses the performance of ECUV and EDUV

protocols through both the analytical model and network

simulation experiments. For this aim, We investigate the

performance over two urban network topologies: (i) Syn-

thetic Manhattan Topology for the analytical model, (ii)

Real network topology for the simulation experiments. The

next sub-sections depict the evaluation metrics, the per-

formance assessment through the analytical model and the

performance assessment using network simulation

experiments.

5.1 Metrics

To determine the reliability and effectiveness of the pro-

posed protocols, we assess the following metrics:

– Coverage capacity: Represents the ratio between the

number of vehicles that well received the broadcasted

packet and the number of vehicles in the network. We

note that our analytical models do not give an explicit

formulation of this metric. However, because the

network size and the number of vehicles in the network

are the main parameters of our models, we can

implicitly assess the coverage capacity metric.

– Number of relay nodes (number of transmissions): The

total number of vehicles that forward the disseminated

message throughout the broadcasting process. A high

value of this metric is a serious sign of a strong

redundancy that can lead to the broadcast storm

problem. The derived analytical models give an explicit

value of this metric, because the probability calculated

through the equations Eqs. 10 and 20 represents the

ratio of vehicles that rebroadcast the disseminated

message, and consequently it represents the number of

transmissions.

– End-to-end delay: The average delay that takes a packet

to go from the source vehicle to the receiver vehicles.

This metric is only assessed through the network

simulation experiments.

5.2 Performance evaluation using analytical
model

This section presents the performance evaluation of ECUV

and EDUV through analytic simulation. EDUV and ECUV

processes are modeled by Eqs. 10 and 20, respectively.

These equations were solved using the Symbolic Math

Toolbox of MATLAB to find the broadcasting probability

of each vehicle in the network. This probability represents

the main characteristic of the proposed protocols. The

experiment should enable us to assess both coverage

capacity, cost (number of transmissions) and to select the

appropriate threshold values for each traffic density (low

density and high density).

5.2.1 Scenario description and parameters

This part presents the scenario and parameters used to

evaluate the performance of ECUV and EDUV protocols
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through the analytic expressions defined by Eqs. 10

and 20. As shown in the Eq. 10, the performance of EDUV

protocol is influenced by the configuration of three

parameters. Namely, the threshold Dthr , the number of

vehicles N and the number of road segments n. Thus, the 3-

tuple ðDthr;N; nÞ determines the configuration of the

EDUV analytical model. Similarly, ECUV was evaluated

through the 3-tuple ðCthr;N; nÞ.
The network topology was Manhattan city. The number

of road segments in this city map was varied by 3� 3; 6�
6; 9� 9 roads. Moreover, the number of vehicles in the

network was varied from 25 to 150 vehicles. We evaluated

the proposed protocols under different traffic densities to

investigate their behavior towards the broadcast storm

problem. Additionally, the variation of the road-network

size (the number of road segments), from experimental

instance to another, allowed us to examine the coverage

capabilities. For simplicity reasons, we set the length of

each road segment to be equal to the communication range

radius R.

In our study, the density d is defined by the ratio of the

number of vehicles N to the number of road segments in the

road-network n:

d ¼ N

n
ð21Þ

We have two levels of density:

– Low density: defined by the configurations (6� 6

topology, N ¼ 25) and (9� 9 topology, N\ ¼ 75)

because the ratio d is lower than 1.

– High density: defined by the configurations (3� 3

topology, N[ ¼ 25), (6� 6 topology, N[ ¼ 50),

(9� 9 topology, N[ ¼ 100) because the ratio d is

higher than 1.

Furthermore, the proposed models were used to evaluate

the global protocol’s criteria. In such a case, the level of

details (Namely, MAC layer parameters and the interaction

between the communication layers) is not required. Table 3

presents a summary of the main parameters and their

settings.

5.2.2 Results and discussion

Figures 9 and 10 outlines the results of the ECUV ana-

lytical model for Cthr equals to 1 and Cthr equals to 2,

respectively.

The results of the EDUV analytical model are plotted in

Figs. 11, 12 and 13 for Dthr ¼ 0:25R, Dthr ¼ 0:50R, and

Dthr ¼ 0:75R, respectively.

We note that the x- and y-axes in the different fig-

ures represent the vehicles density and the rebroadcast

probability, respectively. As shown in

Figs. 9, 10, 11, 12 and 13, when the vehicles density was

low, the two protocols increased the number of broad-

casters to ensure the maximum degree of the coverage

Table 3 Analytical models parameters

Parameter Value

Communication range radius A constant value equal to R

Road network topology Manhattan topology

Length of each road segment R

Size of the network 3� 3 , 6� 6 , 9� 9

Number of vehicles Varies from 25 to 150

Initial vehicles positions Uniformly distributed

Cthr Varies from 1 to 2

Dthr 0.25R , 0.5R , 0.75R

Fig. 9 ECUV rebroadcast probability prediction when Cthr ¼ 1

Fig. 10 ECUV rebroadcast probability prediction when Cthr ¼ 2
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capacity. Whereas, when it was high, the number of

broadcasters was decreased to avoid the broadcast storm

problem.

We also note that the behavior of these protocols was

influenced by the different threshold values. The broadcast

probability of ECUV was proportional to the value of Cthr

(Figs. 9, 10). By contrast, the broadcast probability of

EDUV protocol was inversely proportional to the value of

Dthr (Figs. 11, 12, 13).

The network size had a great influence on the behavior

of EDUV and ECUV. We noted that the number of

broadcasters was directly proportional to the network size.

Because the network size is mainly depends on the number

of the road segments, the increase in broadcast probability

(due to the increase in network size) can only be explained

by the need of these protocols to cover the newly added

road segments. Consequently, this can allow to better fulfill

the coverage capability requirement.

Because the proposed analytical models do not give

explicit values of the coverage capacity metric, the evalu-

ation of this metric requires reference values. As outlined

in Sect. 4.1, we have assumed that the geographical posi-

tions of vehicles are uniformly distributed in the road

network, and the length of each road segment is lower or

equal to the communication range radius. Based on these

assumptions, the total coverage of the road network is

ensured by just selecting a single vehicle in each road

segment to act as a relay node. Consequently, the number

of relay nodes that guarantee the total coverage will be

equal to the number of road segments in the road network.

Therefore, the reference values for 3� 3, 6� 6, and 9� 9

Manhattan topologies are 9, 36, and 81, respectively. We

can use these values as references to analyze and check the

obtained results, and hence to select the appropriate values

of Cthr and Dthr for each density (low density and high

density).

When the density is low ((6� 6 topology, N=25) and

(9� 9 topology, N=25)), the reasonable value of the

broadcast probability is 1 (all vehicles must act as relay

nodes), because the number of vehicles is lower than the

reference value (see Eq. 21). For this situation, we have to

select a threshold value that gives the highest value of the

broadcast probability. As outlined in Figs. 10 and 11, the

threshold values Cthr=2 and Dthr ¼ R=4 fulfill this

requirement because they give a probability near to 1.

In high traffic density (represented by the configurations

(3� 3 topology, N[ ¼ 25), (6� 6 topology, N[ ¼ 50),

(9� 9 topology, N[ ¼ 100)), we note that for all

threshold values, The number of relay-nodes corresponding

to each broadcast probability is higher than the reference

value. (we can check that by calculating the number of

relay nodes for each broadcast probability). However, we

have to choose the threshold value that generates the

Fig. 11 EDUV rebroadcast probability prediction when Dthr ¼ R
4

Fig. 12 EDUV rebroadcast probability prediction when Dthr ¼ R
2

Fig. 13 EDUV rebroadcast probability prediction when Dthr ¼ 3�R
4
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smallest value of the broadcast probability because it has a

lower message overhead. Namely, we select Cthr=1 (Fig. 9)

and Dthr ¼ 3=4R (Fig. 13) for high-density scenarios.

5.3 Performance analysis using network
simulation

5.3.1 Scenario description and parameters

In this section, we evaluate the proposed schemes in a

real urban scenario. We used Objective Modular Network

Testbed in C?? simulator (Omnet??) [43]. It is widely

used to perform discrete network simulation. It was cou-

pled with the VEINS framework [44] to implement and

simulate vehicle behavior for each broadcast protocol. The

simulation of vehicle mobility is carried out by SUMO,

which has a high capacity to generate full road traffic

scenarios by considering both macroscopic and micro-

scopic models [45]. Several traffic flows were generated in

2:5� 2:5 Km2 real urban topology. This topology is based

on the Erlangen city (Fig. 14). Furthermore, we took into

account the impact of the Shadow fading phenomenon

caused by buildings to achieve a more realistic simulation.

Therefore, we integrated the simple obstacle shadowing

model provided by the VEINS framework to generate the

effect of signal attenuation [46]. The maximum radio

range, the bit rate, the channel sensitivity, and the thermal

noise were set to 150 meters, 6 Mps, �89 dBm, and �119

dBm, respectively. Table 4 summarizes the main parame-

ters of the simulation experiments.

The quality of Multi-hop broadcasting protocols highly-

depends on the number of vehicles in the region of interest

and the threshold value. Thus, the number of vehicles was

varied to check the performance of the proposed protocols

over two traffic densities. We had 200 vehicles that rep-

resent the high-density scenario and 100 vehicles that

represent the low-density scenario. When the desired

number of vehicles for each density scenario was reached,

an RSU at (1800, 850) position initiated the broadcasting

of a 1024� byte data message to each vehicle in the road

network.

The proposed ECUV and EDUV protocols were com-

pared to Counter-based protocol [20], Distance-based

protocol [20], and React-Dis [38]. Note that the values of

thresholds Dthr and Cthr in our simulation were selected

purposely according to the values obtained through the

tuning operation (Sect. 5.2.2). Namely, we used Dthr ¼
0:25R and Cthr ¼ 2 for the low-density scenario. Besides,

Dthr ¼ 0:75R and Cthr ¼ 1 were used for the high-density

scenario. Finally, each plotted point was the mean of 10

iterations with a confidence level of 95%.

5.3.2 Results and discussion

Figure 15 introduces all outcomes for the Erlangen sce-

nario. Specifically, Fig. 15a outlines the coverage capacity

for all schemes under low and high traffic densities. As

shown in this figure, ECUV and EDUV outperform all

other protocols in all cases. By comparing EDUV and

distance-based protocol, we see that EDUV provided better

coverage in the two densities. For instance, the difference

between them was 69%, when the number of vehicles was
Fig. 14 Erlangen road network

Table 4 Simulation experiments parameters

Parameter Value

Playground size 2:5� 2:5Km2

Source location (x, y) x ¼ 1800; y ¼ 850

Radio propagation model - SimplePathlossModel.

- Simple Obstacle

Shadowing model.

Transmission range 150 m

Bite rate 6 Mps

Sensitivity �89 dBm

Thermal Noise �119 dBm

Antenna Monopole antenna

Number of runs 10

Confidence interval 95%
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200. This is because the value 0, 75R assigned to Dthr is too

aggressive, and produced low coverage for distance-based

protocol. Indeed, the very high value of Dthr is not the best

choice for distance-based protocol even in the high-density

scenario. The high delivery of EDUV and ECUV was due

to the use of the minimum-distance and counter-based

heuristics in association with the road-based broadcast

concealment mechanism, which considerably enhanced the

coverage capacity even when the value of the threshold

was very aggressive. As we can see in Fig. 15a, React-Dis

performs better only in high traffic density. The reason is

that the probabilistic scheme used by React-Dis is not good

for low vehicle density.

Figure 15b shows the number of transmissions. We have

noted that ECUV and EDUV slightly exceeded other pro-

tocols in terms of the number of transmitted messages.

Certainly, these protocols utilize a road-based broadcast

suppression mechanism, which has increased the number

of forwarders in each hop. However, this increase in the

number of transmissions has produced higher performance

in terms of coverage capability.

Figure 15c outlines the average latency. All protocols

use a timer-based approach, in which vehicles make their

decision about rebroadcasting of the received message after

a waiting time. This extra time accumulates from hop to

another along the transmission path thereby increasing the

total end-to-end delay. We have noted that ECUV, EDUV,

and counter-based protocols had almost the same end-to-

end delay in low traffic density. The obtained results were

between 0.51s and 0.59s. We have noted also that distance-

based protocol and React-Dis protocol sacrificed the cov-

erage capacity to minimize the end-to-end delay in low

traffic density.

In high traffic density, the distance-based protocol was

the protocol with the lowest end-to-end delay. This is

expected because the disseminated message reached a

small number of vehicles, and these vehicles may be very

close to the source node. Consequently, the disseminated

(a) Coverage capacity (b) Number of transmissions

(c) End-to-End delay

Fig. 15 Simulation results for urban scenario
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message reached these vehicles across a small number of

hops. For this reason, the distance-based protocol had the

lowest delay among all other protocols. Also, note that

EDUV, ECUV, Distance-based protocol, and React-Dis

had nearly the same end-to-end delay in high traffic density

(between 0.22s and 0.31s).

6 Conclusion

In this paper, the well-known counter and distance-based

broadcast protocols have been adapted to the Urban

VANETs. First, the scenarios in which the messages cannot

be propagated on different roads, when counter and dis-

tance-based schemas are used, have been identified. Next,

new road-based approaches (EDUV and ECUV) have been

derived from these protocols to mitigate the effect of the

identified issue. Then, analytical models are proposed to

measure the broadcast probability of the proposed proto-

cols in accordance with the density of the vehicles, the

road-network size, and the threshold parameter. The

Mathematical model analyses and simulation results prove

that EDUV and ECUV protocols ensure the tradeoff

between the reachability and the broadcast storm problem

mitigation. We undertake in future work to analyze the

performance of ECUV and EDUV protocols through the

Monte-Carlo simulation.

References

1. Mfenjou, M. L., Ari, A. A. A., Abdou, W., Spies, F., et al. (2018).

Methodology and trends for an intelligent transport system in

developing countries. Sustainable Computing: Informatics and
Systems, 19, 96–111.

2. Gao, H., Huang, W., & Yang, X. (2019). Applying probabilistic

model checking to path planning in an intelligent transportation

system using mobility trajectories and their statistical data. In-
telligent Automation and Soft Computing, 25(3), 547–559.

3. Yang, X., Zhou, S., & Cao, M. (2019). An approach to alleviate

the sparsity problem of hybrid collaborative filtering based rec-

ommendations: The product-attribute perspective from user

reviews. Mobile Networks and Applications, 25, 376–390.
4. Kuang, L., Hua, C., Wu, J., Yin, Y., & Gao, H. (2020). Traffic

volume prediction based on multi-sources gps trajectory data by

temporal convolutional network. Mobile Networks and Applica-
tions, pp. 1–13

5. Ari, A. A. A., Gueroui, A., Labraoui, N., & Yenke, B. O. (2015).

Concepts and evolution of research in the field of wireless sensor

networks. International Journal of Computer Networks & Com-
munications, 7(1), 81–98.

6. Ganin, A. A., Mersky, A. C., Jin, A. S., Kitsak, M., Keisler, J. M.,

& Linkov, I. (2019). Resilience in intelligent transportation sys-

tems (its). Transportation Research Part C: Emerging Tech-
nologies, 100, 318–329.

7. Khelifi, H., Luo, S., Nour, B., Moungla, H., Faheem, Y., Hussain,

R., & Ksentini, A. (2019). Named data networking in vehicular

ad hoc networks: State-of-the-art and challenges. IEEE Commu-
nications Surveys & Tutorials

8. Zeadally, S., Hunt, R., Chen, Y.-S., Irwin, A., & Hassan, A.

(2012). Vehicular ad hoc networks (vanets): Status, results, and

challenges. Telecommunication Systems, 50(4), 217–241.
9. Gao, H., Huang, W., & Duan, Y. (2020). The cloud-edge based

dynamic reconfiguration to service workflow for mobile ecom-

merce environments: A qos prediction perspective. ACM Trans-
actions on Internet Technology.

10. Tambawal, A. B., Noor, R. M., Salleh, R., Chembe, C., Anisi, M.

H., Michael, O., & Lloret, J. (2019). Time division multiple

access scheduling strategies for emerging vehicular ad hoc net-

work medium access control protocols: A survey. Telecommu-
nication Systems, pp. 1–22
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Abstract
Video broadcasting in Vehicular Ad Hoc Networks (VANETs) is beneficial for traffic management, entertainment, and
advertising services because video notifications in active safety applications provide more information regarding accident
scenarios than simple text messages. However, broadcasting videos over urban VANETs is challenging because of
specificities, e.g., dynamic topology, shadowing phenomena, node mobility, and network partition. Moreover, the delay,
jitter, and packet loss ratio associated with video streaming should not exceed strict thresholds for an acceptable quality
of experience. To meet video streaming requirements, we propose a receiver-based, line-of-sight-aware and reliable bi-
directional broadcasting protocol that obtains a tradeoff between broadcast reliability and coverage capabilities. The
road network is segmented into a set of straight sections and the bi-directional broadcast method is applied to each
section to address the obstructed line of sight problem and the coverage capacity simultaneously. Our protocol selects
a sub-set of forwarders likely to have the best line of sight in a fully distributed manner. Furthermore, we overcame
packet loss by designing an enhanced version of the store-carry-and-forward method that prioritizes the retransmission
of packets containing more important video blocks. The simulation shows that our solution outperforms two innovative
video broadcasting protocols in terms of frame loss, peak signal-to-noise ratio, and mean opinion score while keeping the
end-to-end delay within the video streaming requirement range.

Keywords V2V communication type · Video streaming · Intelligent transportation system · Smart City ·
Broadcasting protocol · Line of sight · Quality of experience

1 Introduction

The emergence of intelligent cities switches urban environ-
ments into connected digital space, making daily activities
of people easy in different areas of life [1]. Nowadays,
intelligent transportation systems (ITS) have been the most
important component in smart cities [2]. The main goal
of intelligent transportation systems is to handle and share
information that can limit possible collisions, hold traf-
fic easy, and reduce the negative environmental influences
of the transport sector on society [3, 4]. However, shar-
ing information between ITS components can only be fully
leveraged through VANETS integration.

� Lazhar Khamer
l.khamer@univ-soukahras.dz

Extended author information available on the last page of the article.

In the last few years, we have witnessed a significant
increase in research and development activities in the field
of VANETs. The concept of VANETs has been extended to
a wide variety of applications that can profit from wireless
communication between vehicles [5, 6]. These networks
have tremendous potential to improve vehicle and road
safety, traffic efficiency, and convenience, including com-
fort to both drivers and passengers. VANETs are foreseen
to be a major step toward realizing intelligent transporta-
tion systems. In recent years, several car manufacturers
have introduced vehicles with onboard computing and wire-
less communication devices, in-car sensors, and navigation
systems (e.g., GPS and Galileo) in preparation for the
deployment of large-scale vehicular networks. The use of
different sensors, cameras, computing devices, and com-
munication capabilities enables vehicles to collect, interpret
information, and assist drivers, particularly via driver assis-
tance systems. Typically, a VANET comprises onboard units
(OBUs) installed on the vehicles and roadside units (RSUs)
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deployed along the sides of urban roads and highways,
facilitating both vehicle-to-vehicle (V2V) communication
between vehicles and vehicle-to-infrastructure (V2I) com-
munication between vehicles and RSUs [5].

Video streaming in V2V and V2I environments is expected
to significantly improve traffic management and provide
value-added entertainment and advertising services [7]. For
example, video notifications in active safety applications
provide better information regarding accidents than a sim-
ple text message. In particular, video clips of an accident
or a dangerous situation ahead would provide drivers with
precise information, allowing them to make an informed
decision (whether to proceed or to return) based on personal
priorities and the capabilities of their vehicles. However,
transmitting videos over VANETs is a sensitive task because
of VANET specificities, such as dynamic topology, shad-
owing phenomena, mobility of nodes, and the lousy wire-
less environment. Besides, video streaming is a demanding
application in terms of both service and experience qual-
ity. Many researchers have proposed different solutions to
meet video streaming requirements. Existing solutions can
be classified into three categories: application-layer solu-
tions (video coding and error-resilient techniques), network
layer solutions (routing optimization and the store-carry-
and forward mechanism), and link-layer solutions (medium
access control, rate control, and congestion control) [8].
These solutions are proposed to help deliver videos over
VANETs with high quality of experience by considering the
time-varying bandwidth, latency, jitter, and rate loss.

Technically and according to the use case scenario,
videos can be broadcasted using one of the following rout-
ing paradigms: Unicast, Multi-cast, or Geocast/Broadcast.
Unicast is a one-to-one type of communication, whereas
multicast is a one-to-many type of communication. The
Geocast/Broadcast routing protocols are used when a mes-
sage is distributed by the sender to all nodes in a delimited
geographic zone (zone of interest). In this study, we aim
to enhance video content dissemination using a Broadcast
routing technique. The objective of any broadcasting proto-
col is to reduce the effects of the “broadcast storm problem”
by selecting the minimum set of vehicles that can ensure a
successful broadcast to all nodes in a region of interest with
minimum end-to-end delay cost [9].

Broadcasting routing techniques can be broadly classi-
fied into sender-based and receiver-based methods [10]. The
main requirement for sender-based protocols is that a sender
should reach the topological data of its immediate neighbors
(node identities and kinetics information). This can be per-
formed by a simple exchange of beacon messages between
the immediate neighbors. The topological data allows the
protocol to choose the best set of forwarders. However, for
improving performance, the neighborhood data should be
refreshed at a high frequency to cope with the fast change in

the network topology. Unfortunately, this may produce high
beacon transmission overhead and lead to inappropriate
transmission conditions and collisions.

Receiver-based protocols are proposed to cope with the
downside of sender-based protocols. In these protocols,
each node makes its choice to rebroadcast or drop the
received packet through the value of a local state variable
and a threshold parameter. E.g., before making a decision,
the receiver node waits for a frame of time. When the
waiting time expires, this node takes a decision whether to
rebroadcast or not based on the number of duplicate mes-
sages that are received during the waiting time. Therefore,
it rebroadcasts the message if only the number of dupli-
cate messages does not exceed a threshold value. Another
advantage of the receiver-based approaches is that the
anonymity mechanisms can be efficiently achieved because
the receiver-based techniques do not claim the vehicle iden-
tity in the relay-node selection process [11]. Furthermore,
a comparative study confirmed that the receiver-based
broadcasting techniques outperform the sender-based
broadcasting techniques, at least in terms of latency, colli-
sions, and the number of transmissions [12].

In this work, we propose a video broadcasting solution
that takes advantage of the reactive nature of the receiver-
based approach while dealing with most urban VANET
challenges: intermittent connection, shadowing phenomena,
geographic coverage capabilities, and collisions.

When the environment within which a VANET is
deployed contains obstacles such as buildings in urban sce-
narios, a serious challenge in the form of a partitioned
network is encountered. Therefore, many packets may be
lost as the number of obstacles increases. In an urban
VANET environment, direct communication between vehi-
cles can be disturbed because of the existence of buildings,
thus preventing vehicles in the same communication range
from directly exchanging data and creating an obstructed
line of sight (ObsLOS) between them. This problem can
negatively affect the selection of relay nodes in the next
hop (Fig. 1). Therefore, ensuring that vehicles that contend
to become relay nodes are in a non-obstructed line-of-sight
environment is more important. Several studies have been
conducted in this context. However, all of them are based on
the sender [13–15].

To solve this issue by following a receiver-based approach,
we propose a road-network-layout-based, line-of-sight aware,
and reliable bi-directional protocol (ReLoS) that automat-
ically selects the vehicles with enhanced line-of-sight as
relay-nodes while increasing the geographic coverage capa-
bilities. The proposed protocol is designed to enhance
packet delivery in urban scenarios in very sensitive appli-
cations such as those involving video streaming. Indeed,
coverage capability and line-of-sight are the most important
factors that must be taken into account when selecting the
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Fig. 1 Geographic greedy broadcasting protocol wherein vehicle D
is more likely to become a relay node, despite vehicle B being more
suitable, as the latter has improved LOS to all roads connected to the
intersection

set of relay nodes. In ReLoS, the road network is divided
into a set of road sections, and a bi-directional schema is
established in each road section to cover the whole network
while selecting relay nodes with enhanced line-of-sight in
a fully distributed manner. According to our observations,
ReLoS is the only broadcast routing solution that is based on
both line-of-sight and road-network-topology. In the litera-
ture of routing protocols in VANETs, the designed solutions
are either based only on line-of-sight [16] or only on road-
network-topology [17, 18] or proposed to deal with unicast
routing problems [19–23] .

Packet loss, resulting from collisions and the interrupted
communication in the network, is one of the most seri-
ous issues associated with video streaming in vehicular
networks. Because the end-to-end communication provided
over the UDP/RTP transport layer for video streaming appli-
cations is unreliable (no mechanism of retransmissions), the
Store Carry and Forward mechanism (SCF) is introduced to
recover packet loss [8, 16, 24, 25]. However, the different
SCF solutions do not consider the video-coding parameters
to schedule the retransmission of each lost packet according
to its impact on video quality. Thus, we design a video-
friendly and Quality of Experience aware SCF scheme
(QoESCF) for packet loss recovery.

The remainder of the paper is organized as follows. Section 2
introduces the related work. The protocol description and
requirements are presented in Section 3. In Section 4, we
present and discuss the performance of the proposed solu-
tion. Finally, the paper is concluded in Section 5.

2 Related work

Current research on data dissemination and specifically
video dissemination focused on VANETs characteristics
and the peculiarities of video compression standards to

develop suitable solutions. Researchers typically aim to
solve the broadcast storm issue by focusing on the selection
of a limited number of nodes that forward broadcasting
data. Furthermore, the procedure whereby relay nodes are
selected needs to take into consideration the intermittent
connection and the network partition problems.

Many receiver-based protocols are based on the Distance-
Defer-Transfer mechanism (DDT). DTT aims to timely dis-
seminate information by proposing by relaying the infor-
mation via the farthest nodes, assuming that the interme-
diate nodes simply listen to the broadcasted message. The
receivers calculate the distance from the one-hop transmit-
ter to elect these nodes as relays. A waiting time inversely
proportional to this distance is then engaged before the
retransmission. Thus, the farthest node will be the first to
retransmit, and the other nodes will cancel their retransmis-
sion upon receipt of the duplicate message.

An efficient broadcast scheme, named VOV, was pro-
posed in [24]. It combines the Distance-Defer-Transfer
mechanism (DDT) and geographical-based approach. When
a node receives a new message, it first determines whether
its neighbors are within the transmission range of the sender.
If this is the case, it simply saves the received message.
Otherwise, the node triggers a timer for possible future
rebroadcasting. VOV calculates the waiting time by deter-
mining the forwarding zones of the sender by using kinetic
information. The nodes inside the forwarding zone initiate
a shorter waiting time than the nodes located outside. Thus,
VOV ensures that the nodes within the forwarding zones are
best suited to rebroadcast the message.

Viriyasitavat et al. [16] developed the Urban Vehicular
Broadcast (UV-CAST) protocol for a well-connected
regime and disconnected regime. UV-CAST assigns the
task of store-carry-and-forward for the border nodes in
which a border node, upon receipt of a beacon message
from a newly arrived neighbor, assumes that it is probably
disconnected from the network in the region of interest
and broadcast the message to this neighbor. On the other
side, a suppression mechanism is used by nodes that are
not considered boundary nodes. The latter combines DDT
and intersection-based suppression techniques. UV-CAST
assigns shorter waiting to intersection vehicles to ensure
they have a higher broadcasting probability.

Torres et al. [26] proposed a counter-adaptive dissemina-
tion schema named the Automatic Copies Distance Based
broadcasting schema (ACDB). ACDB adjusts the values of
its parameters to the variation of the traffic density. Specif-
ically, the redundancy threshold and the maximum waiting
time vary as needed when the number of one-hop neighbors
changes. The density is estimated using the neighborhood
table and the number of queued packets in the MAC layer.
The researchers overcame the excessive retransmissions
problem in high-density scenarios by proposing to increase
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the value of the maximum waiting time and decreasing the
value of the threshold.

In Reactive, Density-Aware and Timely Dissemination
Protocol (REACT-DIS) [27], the decision of a node
to become a rebroadcaster is based on the number of
retransmissions of the same packet that have been heard
during the waiting time. The waiting time is calculated
using the geographic-greedy approach, in which a node
located farther away has a shorter waiting time than one at
a closer distance. In this manner, nodes that wait a short
time are likely to have a high probability of receiving a
small number of duplicates, making it more convenient to
retransmit the received packets. Assuming that the expected
additional coverage area of the scheduled node decreases
when the number of duplicates increases, REACT-DIS
follows a probabilistic density aware scheme. Specifically,
when the waiting time expires, nodes try to rebroadcast the
packet with a probability that exponentially decreases with
the number of duplicates. REACT-DIS also maintains the
relaying status during a window time instead of repeating
the relay node selection process for each transmission to
ensure timely delivery.

Bradi et al., [25] proposed a solution named efficient
VIdeo streaming over COgnitive radio VANETs (ViCoV),
a video distribution method that disseminates different
kinds of content in high dynamic topology networks and
under different traffic densities.ViCoV chooses the most
reliable Cognitive Radio channels to broadcast the data.
Besides, it accurately selects a minimum number of for-
warders to decrease collisions and deliver video with high
quality. ViCOV chooses The CR channels based on their
accessibility across time. Furthermore, the set of forwarders
is elected by considering the centrality of each node in the
network.

Rezende et al. proposed a solution named REDEC [28].
REDEC undertakes the difficulty of establishing the dis-
tribution of large sizes video packets over high dynamic
V2V multi-hop links. The challenges in this task repose in
how to satisfy video streaming strict prerequisites across a
network with a frequently changed topology. REDEC is a
reactive approach in which the process of relay node elec-
tion is separated from video content dissemination. This
method exploits the reactivity of receiver-based class where
the decision of a vehicle to become a passive or active node
is conducted at the receiving vehicles. Despite, video pack-
ets are constituted of a large quantity of data and they are
transmitted at a high data rate; this causes too many prob-
lems in the capacity of receiver-based approach to limit
redundant transmissions and to select relay nodes that have
high coverage capabilities. For these purposes, REDEC sub-
stitutes the perspective of choosing new relay nodes per
each transmitted packet to a time frame instead. Besides, it

accomplishes the relay node election by engaging to broad-
cast periodically control messages rather than performing
the relay nodes selection task when the video is transmit-
ted. In this manner, when video packets are broadcasted,
each vehicle implicated in the dissemination has simply to
check its current status assigned within the transmission of
the control messages.

Zhang et al. designed a Concurrent Transmission based
Broadcast (CTB) protocol [29]. CTB uses the receiver-
based schema wherein vehicles within the communication
range of the current sender contend to be the next
rebroadcaster in a fully distributed manner. Each neighbor
vehicle establishes a priority-based backoff timer when
they receive the first copy of the disseminated message to
implicitly determine the most appropriate forwarders among
the immediate neighbors of the current sender. However, the
accumulated backoff time from one hop to another could
significantly increase the end-to-end delay. To solve this
issue by CTB, the shape of the communication range is
segmented into a certain number of parts, and only vehicles
within the same part contend between them to transmit the
received message. In this manner, CTB could decrease the
one-hop backoff time, which could considerably reduce the
total end-to-end delay.

Quadros et al. propose the Quality Of experience driven
receiver-based approach (QORE) [30]. In order to keep
the awareness of both quality of service and quality
of experience parameters during the forwarding process,
QORE is combined with the farthest distance receiver-
based broadcast mechanism. The QORE strategy points to
choose forwarders that can keep up better video quality
from the point of view of the end-user. Therefore, when
a vehicle receives a flow of video packets during window
time, a QoE function is calculated to determine the impact
of the distorted packets on the quality of the received flow.
Furthermore, the QoE function is added to the geographic
position parameter to determine the suitability of the vehicle
to become a forwarder. In this manner, QORE could handle
the capacity of relay vehicles to deliver the video with
high QoE and at the same time guarantee better broadcast
reachability.

In Stable CDS-Based Routing Protocol for Urban Vehic-
ular Ad Hoc Networks (SCRP) [31], the authors tackle the
concern of establishing end-to-end multi-hop paths with low
latency for non-safety VANETs use cases in cities envi-
ronments. Most protocols in current routing-related works
intend to minimize latency through the use of opportunis-
tic heuristics, such as shortest path, connections stability,
and the number of hops. However, opportunistic routing
protocols are suffering from local optima issues. To deal
with this problem, SCRP estimates the latency of each
path between the source node and destination node before
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starting the transmission of the data packet. For this purpose,
a backbone is established in each road segment, and they
are connected through nodes inside intersections (Bridge
nodes). Besides, SCRP attributes to each road segment a
weight that is calculated based on delay and connectiv-
ity information. Path composed of nodes with the lowest
accumulated weights is used to relay messages.

Network simulation results show that SCRP has the
lowest latency and the highest delivery ratio compared to
three greedy-based routing protocols. Nevertheless, SCRP
mainly bases on kinetic information included in hello
messages regardless of its accuracy. To deal with this issue,
Darwish et al proposed Reliable Intersection-Based Traffic-
Aware Routing Protocol for Urban Areas Vehicular Ad
Hoc Networks [22]. In this work, the forwarding nodes
are selected according to the city topology, neighboring
vehicles predicted geographical locations, receiver-sender
link quality, and freshness of neighbors’ kinetic data.

One of the principal differences between our solution
and the protocols described above is the engagement of the
road network layout feature to increase geographic coverage
capability: a fully distributed bi-directional method is
applied in each road segment to ensure the coverage
of the entire network while selecting relay-nodes with
enhanced line-of-sight. Furthermore, some of the above-
cited protocols solve the problem of the loss of packets (due
to collisions and intermittent connection) by proposing the
store-carry-and-forward method (SCF). The SCF approach
is utilized by the node to assist the neighbors that missed
receiving the messages in the initial broadcast phase.
However, all of these solutions don’t take into consideration
the video codec features in their strategies. To address this
issue, the proposed QoESCF method assigns a weight for
each video packet according to its impact on the quality of
video when it is lost. Besides, QoESCF uses these weights
to schedule the retransmission of lost packets.

3 Proposed ReLoS and QoESCF

In an urban environment, wireless signals experience
attenuation when obstructed by buildings. In the worst case,
this problem can lead to a network partition. Consequently,
packet losses may occur and the video quality may
deteriorate. Our aim to solve this problem led us to design
a receiver-based broadcasting protocol for urban VANETs,
namely a receiver-based line-of-sight-aware broadcasting
protocol (ReLoS). This protocol facilitates the selection
of nodes with an improved line of sight to rebroadcast
the video content in a completely distributed manner.
Considering that video content is likely transmitted over an
unreliable transport layer, we propose an enhanced version
of the SCF method to overcome the packet losses in the

network layer. We then extend the traditional SCF to provide
transmission differentiation between the video packets
based on their effects on the video quality. The new SCF
method is termed the quality of experience-aware store-
carry-and-forward (QoESCF).In the following subsection,
we present the detailed designs of ReLoS and QoESCF. For
ease of use, Table 1 explains different notations that are
utilized in this section.

3.1 Requirements and assumptions

In this paper, we design a broadcast solution for urban sce-
nario that depends only on the V2V ad hoc communication
type. This conforms to the assumptions defined in the IEEE
802.11p standard. Thus, the proposed protocol is not based
on any infrastructure, such as roadside units (RSUs),3G,
and 4G infrastructure. V2V communication type is the more
suitable solution because it does not rely on the back-
bone network for a certain level of data transmission. For
instance, it enables information exchange among vehicles
without introducing extra burden to the backbone network.

We represent VANET as graph GV = {{V P } ∪ V, IL},
where V P is the video streaming provider, and V is a set of
vehicles moving along a 2D urban road-network. V P can be
either an RSU or a stationed vehicle. IL is the set of one-hop

Table 1 Notations used in the different algorithms

Notations Descriptions

PS(A ; B) Position side of the vehicle A with respect

to the vehicle B

Fr Front side

Re Rear Side−→
VB Movement direction vector of the vehicle B−→
BA The vector that begins at the position

of vehicle B and ends at the position of vehicle A

Tmin Minimum waiting time

Tmax Maximum waiting time

S Sender vehicle

R Receiver vehicle

SV The source vehicle: the vehicle that

broadcast the first copy of the message to

its immediate neighborhood

Distance(S,R) The spatial distance between the vehicle S

and the vehicle R

r The communication range

angle(
−→
VS,

−→
SR) Angle between

−→
VS and

−→
SR

id roadS Road segment identifier of the sender vehicle S

id roadR Road segment identifier of the receiver vehicle R

Itra Intra road scenario

Iter Inter road scenario
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communications links. ILij is a one-hop link between two
vehicles vi and vj if the Euclidean distance between them
is less than the transmission range. We represent the road
network according to its topology. Thus, it is modeled as a
graph RN ={J, SEG}. J is the set of junctions/intersections
in the road network, and SEG is the set of segments. A
SEGij exists if there is a street that connects directly the
two junctions i and j. Figure 2 presents an example of the
road network topology. Notice that each junction represents
an extremity of all segments connected to it. Furthermore, a
junction has an improved line-of-sight as compared to other
locations on the segments connected to it.

We also assume that each vehicle in the network is
equipped with a localization sensor (e.g., a GPS receiver).
A digital cartography system is employed to recover the
nearest road segment in the road network map for given geo-
location coordinates. The system complies with the protocol
requirements by using a digital map to provide a unique
identity to each road segment. Furthermore, the header
field of each transmitted packet requires certain information
about the sender, such as the road segment identifier, sender
position coordinates, and sender moving direction, to be
included.

3.2 Description of receiver-based
line-of-sight-aware broadcasting protocol

In previous receiver-based broadcasting protocols, the
rebroadcasting decision of node is made on the receiver side
rather than on the sender side. To achieve this, when a node
receives a new packet, it triggers a timer that expires after
a specific time period t. The value of t is determined by
the rule that discerns the preference of the node to become
a forwarder (the node with the shortest period is likely
the more suitable candidate). For example, the reasoning
of the geographic greedy broadcasting algorithm is based
on the fact that the neighborhood nodes of a sender with
the largest distance from it are likely to have a greater
probability to cover a new area. Thus, the value of t is
inversely proportional to the distance between the sender
and the next one-hop receiver.

Fig. 2 An example of road network topology

In our solution (ReLoS), the t value is defined based
on the line-of-sight heuristic and the bi-directional schema.
ReLoS’s response is established according to the position
of the source node (node that initializes the bi-directional
process within its transmission range) in relation to its
immediate neighborhood. This can occur in two possible
scenarios. The first one is when the source node and
the receivers are on the same road segment (intra-road
scenario). The second scenario is when the source node
and the receivers are on different road segments (inter-
road scenario). Furthermore, ReLoS aims to construct a
backbone that connects the two extremities of each road
segment. To this end, ReLoS engages the position side of the
receiver node with the respect the source node to establish
the bi-directional process.

Definition 1 Position side of node Awith respect to another
node B Assuming

−→
VB is the movement direction vector of B

and
−→
BA is the vector that begins at the position of B and ends

at the position of A (relative position vector), the position
side of A with respect to B is given by Eq. 1.

PS(A,B) =
⎧
⎨

⎩

f ront,

∣
∣
∣
∣angle(

−→
VB,

−→
BA)

∣
∣
∣
∣ < 90◦

rear, else

(1)

Figure 3 describes the ReLoS process when a vehicle
receives a new packet. This process is triggered to
calculate the waiting time and accordingly schedules the
corresponding timer. Figure 4 describes the behavior of
ReLoS when a duplicate packet is received. It’s at this
level where a decision is made on the rebroadcasting of
the received packet. Upon receiving a not duplicate packet,
the vehicle determines the current scenario and calculates
the corresponding waiting time. This can be achieved by
comparing the road segment identifiers of the sender and the
receiver (Fig. 3 Step A).

3.2.1 Scenario 1: Intra-road scenario

ReLoS selects implicitly vehicles that appear in the
extremities of each road segment as relays. To this end,
it establishes the waiting time according to the farthest-
distance-based approach (2) . Consequently, the waiting
time is inversely proportional to the distance between the
sender and the current receiver. However, to allow the
protocol to choose vehicles near intersections as forwarders
(relay nodes), ReLoS engages the position side of the
receiver relative to the movement direction (front or rear)
of the source node as defined in Eq. 1. That is the farthest
vehicle at the front side and the farthest vehicle at the rear

Author's Personal Copy



Ann. Telecommun.

Fig. 3 ReLoS-flowchart when a
vehicle receives a new packet

side have to suppress the broadcasting of the intermediate
vehicles.

Delay = Tmin+
(

1− distance(S,R)

r

)

×
(
Tmax −Tmin

)
(2)

where S is the sender node, R is the receiver node, r the
communication range, Tmin the minimum waiting time and
Tmax is the maximum waiting time.

Now, we give a formal description of this scenario. Let
Si be the set which are formed by the vehicles that are
located on the road segment i and let vk be a source vehicle
(the source vehicle is the vehicle that broadcasts the first
copy of the message to its immediate neighborhood). vk’s
immediate neighbor vehicles that are located on the road
segment i are defined by the elements of the subset Sk

i of
the set Si (3.). The intra-road process is applied when vk is
an element of the set Si .

Sk
i = {vj /distance(vj , vk) ≤ r; vj ∈ Si ∧ vj �= vk} (3)

Once the vehicles of the set Sk
i receive a new packet from

the source vehicle vk , they store the geographical position
and the movement direction of vk . This information will
be used later to determine their position side (front or rear)
relative to vk when they receive a duplicate packet. Next, a
timer is triggered according to Eq. 2 (Fig. 3 steps A to B).

During the waiting time, if a scheduled vehicle from the set
Sk

i receives a duplicate packet from a sender that belongs
to the set Sk

i , it checks whether it is on the same side as
this sender (relative to vk) (Fig. 4 steps A ,B, D). If it is
the case, it cancels the broadcast and the scheduled timer
(Fig. 4 steps H). Otherwise, it keeps tracking the duplicate
packets received from its immediate neighborhood. When
the timer expires, it broadcasts the received packet (Fig. 4
step J). For example, in Fig. 5, E and F are located on the
front side of the source vehicle A. In contrast, B and C
are located on the rear side. When vehicles B, C, E, and F
receive a message from the source vehicle A, they schedule
themselves to rebroadcast after a delay time. Moreover,
the vehicle F has the lowest waiting time compared to the
vehicles on the front side of vehicle A. On the rear side, it
is C that has the lowest waiting time. Consequently, when
F broadcasts, the transmission of E is canceled. The same
observation is made for B, its transmission is suppressed by
the broadcasting of C. This process is repeated for the other
vehicles to construct a backbone directed to nodes near the
intersections (bi-directional mechanism). For instance, in
Fig. 5, the backbone of the front side comprises the vehicles
F, G, and I. On the rear side, the backbone comprises
vehicles C and D. Note that if there is a vehicle near or at
the intersection, it will be selected as a relay (vehicles I and
D in our example).
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Fig. 4 ReLoS flowchart when a vehicle receives a duplicate packet

3.2.2 Scenario 2: Inter-road scenario

The inter-road scenario will be established if the source
vehicle and its one-hop receivers are on different road
segments. Specifically, it is triggered when the source
vehicle vk is not an element of the set Sk

i . To establish the
bi-directional process, we have to select a vehicle, from
the set Sk

i that initializes the process. The simplest way
to accomplish this task is to select a random vehicle from
the set Sk

i . Thus, when the vehicles of the set Sk
i receive a

new message from vk , they initialize a timer with a random
value (Fig. 3 steps A to C). Moreover, the vehicle that has
the shortest waiting time broadcast the first duplicate copy
and consequently initializes the bi-directional process. More
specifically, the vehicles of the set Sk

i schedule themselves
to broadcast after a delay according to the farthest distance
heuristic, upon they receive the first duplicate packet (Fig. 4
steps A to G).We notice that the duplicate packets which are
received after the first duplicate packet is handled according
to the bi-directional scheme (Fig. 4 steps E, F,. . . ). Based

Fig. 5 Intra-road scenario
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on the bi-directional method, the farthest vehicles on the
front and rear side of the vehicle that initializes the Bi-
directional process will be selected as a relay nodes (Fig. 4
step J) and the broadcast of the intermediate vehicles will be
suppressed (Fig. 3 steps E, F,H. . . ). Figure 6 illustrates the
inter-road scenario. Initially, source node A directly sends a
new packet to the vehicles located within its communication
range (E, F, and G).When these vehicles receive the packet
from A, they schedule a random timer. In this example we
assume that the timer of G expires before the timer of F
and E. Consequently, G is the first that broadcast the first
duplicate packet to its neighborhood (F, E, and H). When
F, E, and H receive the broadcast, they initialize the Bi-
directional process. Based on the bi-directional method, the
vehicles E and H will be selected as relays.

3.3 Quality-of-experience-aware
store-carry-and-forwardmethod

Several video compression standards exist, among which
the H.264/MPEG-4 family is the most widely used [32]. The
technique exploits two types of redundancies: redundancy
between neighboring blocks of the same picture (Intra-
coding) and redundancy between successive pictures (Inter-
coding). As outlined in Fig. 7, the compressed sequence
video includes three types of frames: I-frame, P-frame, and
B-Frame. In the intra-coding, there is only one frame to
consider (The I-frame ), and the redundancy is suppressed
in two steps. Firstly, the picture is divided into small N ×
M blocks. Next, the discrete cosine transform (DCT) is used
to represent the signal energy of each block in the form of
reduced coefficients. To compress and decompress the P–
frame, the previous I–frame and/or P–frames in the same
Group of Pictures ( GoPs ) are required. To compress and

Fig. 6 Inter-road scenario

decompress B–frame, the previous and following I–frames
and P–frames are needed. Therefore, if I-frame is lost, the
remaining frames in the GoPs cannot be decoded. The loss
of a P-frame at the beginning of the GoPs creates a huge
distortion in the video sequence as compared to the loss of a
P-frame at the end of the GoPs. By contrast, the distortion,
due to the loss of a B-frame, has only a slight effect on the
quality of the reconstructed video.

By considering the degree of distortion due to the
loss of each video packet and the effect of this loss on
the other frames within the GoPs, we define the Quality
of Experience aware Store Carry and forward method
(QoESCF). This scheme prioritizes the transmission of
video packets that have a greater influence on the quality
of the GoPs over those with lower QoE impact. Thus, we
have to assign a weight to each video packet using the Peak
Signal-to-Noise Ratio (PSNR) and the error propagation in
subsequent frames.

PSNR is a measure of distortion used in video streaming.
It quantifies the performance of the video streaming system
by measuring the reconstruction quality of the compressed
video as compared to the original video. Thus we can
quantify the channel error loss as given in Eq. 4.

PSNR = 10 log
LM2

MSE
(4)

MSE = 1

n

n∑

i=1

(
xi − yi

)2 (5)

where LM is maximum luminance value (255 for 8 bits),
MSE is the mean square error (5), n represents the number
of pixels in the video frame (or image), and xi and yi are
the i − th pixels of the original and the degraded frame
introduced after a possible channel loss, respectively.

If a loss of information occurs in a single frame, the error
due to this loss not only affects this frame but can propagate
to the subsequent frames in the same GoPs. To quantify the
channel loss error and the propagation error, we employ the
distance distortion model as defined in Eq. 6.

d =
L∑

i=1

PSNR(i) (6)

where i = 1, .., L denotes the position of the frame in the
GoPs, and L represents the length of the GoPs. The weight
of a given packet is calculated according the Eq. 7.

w = d

L × MAXPSNR
(7)

where MAXPSNR is the maximum value of the PSNR

in the video sequence. Typically, the maximum value of
PSNR is 50 dB, provided the pixel size is 8 bit. For 16-bit
pixel size, the maximum value is 80 dB.
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Fig. 7 Relationship among
frames in MPEG GoPs

3.3.1 Distance distortion estimation

In this sub-section, we consider the transmitted video to
be encoded according to MPEG-4/H.264 standard, where
each I-frame is divided into multiple packets because of its
large size, whereas a frame with small size, such as P-frame
and B-frame, is included in a single packet. In addition, we
consider that the encoder can design the packet payload such
that the slices in each packet are independently decodable.
Furthermore, we assume a basic loss concealment approach
wherein the loss of a P-frame is replaced by the previous
correctly decoded frame by applying temporal interpolation
at the decoder output. For the loss of an I-packet, the error is
recovered by copying the pixels at the same location space
of the previous correctly received frame. By simulating
the channel loss of each packet followed by applying
the concealment algorithm, we can estimate the distance
distortion value using Eq. 6.This value serves as the basis
for retransmission differentiation in the QoESCF protocol.
Figure 8 shows the process followed to estimate the distance
distortion introduced by the loss of a given packet. First
the raw video is compressed using the MPEG-4 codec and
a packetized video is created according to the designed
payload size. The next step is the simulation of the channel
error, achieved by deleting the desired packet. In this way,
a stream of packets with a gap is obtained. This stream of
packets is then decoded to create a distorted video. The
distorted sequence is compared with the reference video
to calculate the distance distortion that further used by
QoESCF to calculate the waiting time.

3.3.2 Beaconingmessage structure and exchange

All nodes in the network periodically broadcast beaconing
messages to share information with their one-hop neighbors.
The beaconing message includes information about the
kinetic state of the one-hop sender (sender ID, geographical
position coordinates), Timestamp, and an updated list of
video packet identifiers that are well-received by the sender
called the Well-Received Packets List (WRPL).

When a neighboring node receives a beacon message,
it either updates the sender information or creates a new
entry in the neighborhood table. Furthermore, the entry of
a sender in the neighborhood table will be deleted if the
receiver does not receive a beacon message within Nb × I

Seconds [33], where I is the beacon interval and Nb is the
number of times the beacon message is missed. Figure 9
presents an example of the neighborhood table content at
each one-hop neighbor node. For instance, when node A, in
Fig. 9, receives beaconing messages from nodes B, C, and
E, it updates its neighborhood table by the identifier, the
geographical position coordinates, and the WRPL of each
of these nodes.

3.3.3 Beaconing messages overhead

The transmission overhead generated by sending beaconing
messages from a node to its neighborhood can be modeled
by Eq. 8, where FBM , T D, BMsize are beaconing messages
transmission frequency, the total time in which the overhead
is calculated, and the size of beacon message, respectively.

BO = FBM × T D × BMsize (8)

According to Eq. 8, the overhead is influenced by FBM

and BMsize. Nevertheless, beaconing messages are only
used for packet loss recovery. Thus, it is not required to
broadcast them in high frequency and we can use a low
value of FBM to decrease overhead. Furthermore, the size of
WRPL is the principal factor of BMsize. If we assume that
the packet ID is coded into n bits and the video sequence
is packetized into PNumber , the maximum size of WRPL is
PNumber ×n bits. To decrease the size ofWRPL, we propose
to divide the WRPL into groups composed of consecutive

Fig. 8 Overview of distance distortion estimation process
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IDs and represent each group with its first and last IDs
instead of piggybacking all IDs of the group into theWRPL.

3.3.4 QoESCF overview

Although the line-of-sight-based broadcasting protocol is
designed to ensure a high delivery ratio, packets are prone to
lost due to the unreliable UDP/RTP transport layer used for
the video streaming applications, collisions, and the inter-
mittent connection. Therefore, many researchers proposed
a network-layer error-recovery method through retransmis-
sions, i.e., the Store Carry-and-Forward method (SCF) [8,
16, 24, 25]. In the basic SCF approach, nodes store each
correctly received packet in a local retransmission cache
until the packet’s time-to-live (TTL) expires (TTL is usu-
ally an application layer specific parameter). Furthermore,
when a node sends a beacon message, it notifies its neigh-
borhood regarding the packets that were correctly received,
enabling the neighbors to resend the packets that were not
yet received during the first phase of the broadcasting.

In this sub-section, we detail the proposed Quality-of-Expe-
rience-aware Store-Carry-and-Forward method (QoESCF).
In contrast to the basic schema of the SCF method, the
QoESCF method adopts a priority-based retransmission
mechanism, where more important packets are likely
scheduled to be retransmitted before the less important
packets. In this regard, it is important to consider the degree
of distortion that affects the video quality when a given
packet is lost, as expected, to prioritize the retransmission.
To achieve this goal, we employ the perspective of the
waiting time where the vehicles spend less time waiting
before the transmission of the most important packets than
before those that are less important. In other words, the
waiting time is inversely proportional to the normalized
packet-distance distortion value defined in Eq. 7. The
waiting time tk for a packet pk is modeled using Eq. 9.

tk =
(

1 − wk

)

× Tmax (9)

where wk is the weight of the packet pk (7) and Tmax is the
maximum waiting time.

Algorithm 1 describes the main steps of the QoESCF
method. When a vehicle receives a beacon message from a
neighbor V (Algorithm 1 line 1), it updates the neigh-
borhood table by the information included in the beacon
message. Next, it matches its retransmission cache to the
WRPL list piggybacked by the beacon message (Algorithm
1 lines 2-3). If there is in the retransmission cache of the
received node a packet p that has not yet been received by V ,
it checks whether or not it is the closest vehicle to V among
the neighboring vehicles that can retransmit p. To accom-
plish this task, the receiver vehicle confirms, through the
neighborhood table, whether there is an immediate neighbor
that it is well received this packet p and that has a dis-
tance to V smaller than the distance between the receiver
vehicle and V (Algorithm 1 lines 4-10). If there is such a
neighbor, the receiver vehicle does not retransmit p, hence
avoiding unnecessary rebroadcast of p and introducing more
coordination. Otherwise,the receiver vehicle calculates the
waiting time tp according to Eq. 9 and schedules a timer to
expire after tp (Algorithm 1 lines 11–14). When the waiting
time elapses the packet p is retransmitted (Algorithm 1 lines
17–18).

4 Performance evaluation

4.1 Simulation parameters and evaluationmetrics

We verified the validity of the proposed method by compar-
ing its results with those obtained using two important video
broadcasting protocols, namely REDEC [28] and REACT-DIS
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Fig. 9 One-hop beaconing
messages broadcast

[27]. As highlighted in [27, 28], REACT-DIS and REDEC
simulations are related to the definition of the levels of cer-
tain parameters. To provide the best possible performance,
we used the configuration defined elsewhere [27, 28]. In
ReLoS/QoESCF, we set Tmin to 100ms and Tmax to 250ms.

The feasibility of any broadcasting protocols to improve
the video dissemination performance is evaluated using sev-
eral metrics. One of them involves determining the quality
of service (QoS) level, namely the frame delivery ratio
and latency (end-to-end delay) metrics. The frame deliv-
ery ratio is the percentage of frames correctly received
to the total sent. The end-to-end delay (or latency) is the
time required by a packet to reach the receiving end point.
The minimum frame delivery and maximum latency CISCO
recommendations for streaming video are 95% and 5s,
respectively [34].These measures are indicative but cannot
alone give sufficient information regarding the video quality
perceived by the end-user. Thus, we need to use metrics that
help measure the quality of experience (QoE) level provided
to the end-user. In our study, different schemes were evalu-
ated using the mean of two objectives QoE metrics, namely
the peak signal-to-noise ratio (PSNR) and mean opinion
score (MOS). The PSNR is a distortion measure used in
digital images, particularly in image compression and video
transmission. It quantifies the performance of the encoders
by measuring the quality of the reconstructed compressed
image or video sequence with respect to the original image.
The MOS is a value given to a reconstructed image or video
sequence to characterize its quality on a five-point scale.
Table 2 outlines the interpretation of each MOS scale [35].
The performance of the protocols was measured in terms of
the QoS and QoE metrics as a function of the data rate and
the density of the vehicles on the road network.

Different broadcasting suppression methods were imple-
mented and evaluated using the discrete-event network sim-
ulator OMNeT++ [36] with respect to the 802.11p MAC
and physical layers recommended by the IEEE organiza-
tion for VANETs. We used the OMNeT++ plugin known
as VEINS [37], which is an open-source framework dedi-
cated to run a vehicular network simulation. Table 3 lists
the values of the main parameters associated with the net-
work simulation. We set the two-ray ground as the path
loss model, which considers the destructive and construc-
tive effects of signal interference with ground reflections
[38, 39]. The transmission range is set to 200 m. The effect
of buildings on the signal attenuation is determined using
the default preloaded model in the VEINS framework. Bea-
con messages exchanged between vehicles at a frequency
of 1Hz were employed in the QoESCF to recover the lost
packets. The Nb parameter of the beaconing system was set
to 2.

The framework EvalVid [40] is exploited to generate the
video transmission file trace and assess the quality of the
received video. The PSNR tool of Evalvid was used to pro-
vide the weight of each video packet (by following the
steps described in the Section 3.3.1). EvalVid is a set of

Table 2 ITU-R MOS scale

MOS scale Quality Impairment

5 Excellent Imperceptible

4 Good Perceptible but not annoying

3 Fair Slightly annoying

2 Poor Annoying

1 Bad Very annoying
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Table 3 Physical and MAC layer parameters

Parameter Value

MAC layer 802.11p

Transmission range 200 m

Bandwidth 20 Mbps

Sensitivity – 89 dBm

tools that can be used to evaluate the quality of a video trans-
mitted over a real or simulated communication network. In
our simulation, the streaming video application uses a raw
video known as akiyo cif, which is selected from the video
trace library of Arizona State University [41]. Before send-
ing the video, we created a compressed video file in the
MPEG-4/H.264 format comprising 300 frames generated at
a frame rate of 30 fps. The compressed video stream con-
sists of consecutive GOPs which contain I- and P-frame
types. The size of each GoPs was set to 30 frames. The
video frames were segmented to generate 327 packets with
a maximum payload size of 1024 bytes.

We increased the credibility of our experiments by gen-
erating a real-world vehicular traffic scenario using SUMO
tools [42]. The environment considered for the simulation is
the urban road network of Bologna city, as shown in Fig. 10.
The city comprises various types of segments, including
highways, roads with one and two lanes, bus lanes, bus
stops, roundabouts, and intersections with traffic lights. We
also generated a complicated environment for signal propa-
gation by filling the free space between the roads using syn-
thetic blocs, which represent tower buildings. The mobility
was simulated on a space with dimensions of 1900 m ×
1700 m . The vehicle mobility was based on the Krauss car-
following model [43] to ensure that the experimental study
was carried out in a realistic scenario. In other words, a vehi-
cle moves according to the speed of the leading vehicle in
the same lane, and the driver is required to maintain a safe
distance from this vehicle. Table 4 lists the parameter values
of the mobility simulation. We evaluated the effectiveness

Fig. 10 Bologna city road map layout

Table 4 Mobility simulation parameters

Parameter Value

Number of vehicles Low density (60).

Medium density (110).

High density (230)

Road network size 1900 m × 1700 m

Mobility model Krauss car-following model

Acceleration 2.6 m/s2

Deceleration 4.5 m/s2

Driver imperfection 0.5

Maximum speed 30 m/s

of the methods by varying the arrival rate of the vehicles to
realize low (60 vehicles), medium (110 vehicles), and high
densities (230 vehicles).Each obtained result is the average
of 10 executions with a confidence interval of 95%.

4.2 Simulation results and discussion

Frame delivery Figure 11 shows the frame delivery per-
centages for three different vehicle densities. The results
depicted in Fig. 11 show that all protocols achieve low frame
deliveries at high data rates. The results are in good agree-
ment with those of other studies wherein a higher data rate
was often not an optimal choice for broadcasting videos
over VANETs.

The common observation for the REDEC protocol is that
the frame delivery is very low for low and medium den-
sities, confirming that the REDEC can be used to obtain
a reasonable frame delivery percentage for only high densi-
ties. For scenarios with a low vehicle-density, the network
is intermittently connected because of the high mobility
of vehicles and the presence of walls that obstruct line-of-
sight; these vehicles form disconnected clusters. However,
REDEC has no strategy for recovering packets lost in the
case of intermittent connections. Moreover, the frame deliv-
ery ratio improved only slightly when using the REACT-
DIS for low and medium densities compared to the REDEC
protocol. This is because the density-aware scheme adapts
the number of relay nodes with the density of the vehicles
in the road-network.

Overall, the combined ReLoS and QoESCF scheme per-
forms the best among the presented protocols. Even in
low-density scenarios, the frame delivery ratio is close to
90% at low data rates. There are several reasons for the loss
of packets in the VANETs, including network fragmenta-
tion (due to the high mobility of the vehicles and the effect
of buildings on the transmission signal) and the broadcast
storm problem, which leads to network congestion, denial of
services, and collisions. Unlike other algorithms, the com-
bined ReLoS and QoESCF solves all the problems cited
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(a) low-density vehicle scenario (b) medium-density vehicle scenario (c) high-density vehicle scenario

Fig. 11 Frame delivery percentage

above, i.e., it facilitates the selection of relay nodes with
a good line-of-sight, relay nodes are distributed across all
the roads to maximize the network coverage area, and pack-
ets lost due to the intermittent connection and collisions are
recovered using the QoESCF mechanism.

Average end-to-end delay Figure 12 shows the average
end-to-end delay results for REACT-DIS, REDEC, and
combined ReLoS/ QoESCF protocols. The results show
that REACT-DIS and REDEC slightly outperform the
ReLoS/QoESCF in terms of the end-to-end delay. As
mentioned previously, the three protocols follow timer-
based approaches, wherein the relaying (forwarding) nodes
are selected at the receiver side through a distributed
contention phase. Thus, when a sender broadcasts a packet
to its immediate neighbors, each node schedules itself to be
a relay after a waiting time t. Consequently, the additional
delay due to the contention phase in the forwarding process
leads to an increase in the total end-to-end delay. This
additional time accumulates in each hop, thereby adversely
affecting the transmission durations. To solve this issue,
a timely mechanism is implemented in both the REDEC
and REACT-DIS methods to maintain the forwarding

status throughout the course of the window time, instead
of repeating the contention process for each transmitted
packet. Therefore, the REDEC and REACT-DIS methods
provide videos with shorter delays compared to ReLoS.
However, the obtained delay levels of the ReLoS/QoESCF
method are negligible and are significantly lower than the
requirements defined by CISCO for video streaming (the
obtained end-to-end delay is less than 5 s). Furthermore,
REDEC and REACT-DIS fail to address the trade-off
between frame delivery and end-to-end delay in low and
medium densities. Consequently, their good results in terms
of end-to-end delay have not any impact to enhance the
quality of the received video.

QoE indicators As mentioned previously, the QoS indica-
tors help measure network performance. However, they
cannot be used to assess the video quality as perceived by
the end-user. Therefore, the effects of QoE metrics, such
as the PSNR and MOS, are analyzed, as shown in Figs. 13
and 14, respectively.

Figure 13 shows the results in terms of the average PSNR
of the decoded video at the receiver sides for different data
rates and vehicle densities. We need the PSNR and MOS

(a) low-density vehicle scenario (b) medium-density vehicle scenario (c) high-density vehicle scenario

Fig. 12 Average end-to-end delay
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(a) low-density vehicle scenario (b) medium-density vehicle scenario (c) high-density vehicle scenario

Fig. 13 Average peak signal-to-noise ratio

values of the reference video to assess the video quality.
This is the PSNR and MOS value of the compressed video
file before the transmission. In our simulation, the PSNR
and MOS values of the reference video are 32.21 dB and
4.02, respectively.

The ReLoS/QoESCF outperforms the REDEC and
REACT-DIS methods in terms of the PSNR for low and
medium densities. For high densities, the results obtained
using the REDEC exceed slightly those obtained using
ReLoS/QoESCF.

Figure 13a shows the results for the low-density sce-
nario, wherein the ReLoS/QoESCF maintains PSNR values
between 28.54 dB and 30.85 dB for a data rate of up to
512 Kbps. The average degradation obtained using the pro-
posed method is 2.47 dB compared to the PSNR value
of the reference video, whereas those obtained using the
REDEC and REACT-DIS methods are 8.99 dB and 6.79 dB,
respectively.

Figure 13b shows the PSNR results for the medium-
density scenario. In this scenario, the ReLoS/QoESCF
protocol can provide the best quality for a data rate of up
to 512 Kbps, with a PSNR value of more than 30.35 dB.

The performance of the REDEC method is the poorest
among the given methods. In contrast, for high-density
scenarios, the PSNR obtained using the REDEC is improved
significantly when it is compared to the low- and medium-
density results. As shown in Fig. 13c, the results obtained
using the three protocols are largely similar.

For a data rate of 2Mbps, the overall video quality degrades
for the three protocols. However, the ReLoS/QoESCF
ensures the best quality compared to the other protocols.
For example, for high-density scenarios, the PSNR of the
video delivered using the ReLoS/QoESCF is enhanced by
6.98 dB compared to the REDEC protocol. This confirms
the effectiveness of the mechanism for relay node selec-
tion (ReLoS) and the retransmission method (QoESCF)
proposed in this study.

As the PSNRmetric does not reflect the structural quality
of the video, it is important to consider the MOS to calculate
the frame-by-frame difference between the quality of the
transmitted video and the possibly corrupted video in the
receiver vehicles. Figure 14 shows that the ReLoS/QoESCF
allows for the dissemination of videos with good quality at
lower data rates. This compliments the PSNR results.

(a) low-density vehicle scenario (b) medium-density vehicle scenario (c) high-density vehicle scenario

Fig. 14 Average mean opinion score
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5 Conclusion

Transmitting videos over VANETs is a challenging task
because of VANET specificities such as their dynamic
topology, shadowing phenomena, and packet loss. In this
paper, we proposed the ReLoS method for video stream-
ing with line-of-sight awareness for urban VANETs. ReLoS
aims to disseminate videos with improved reachability rela-
tive to existing methods, as it uses a reactive receiver-based
scheme and a line-of-sight heuristic to select the relay
nodes. Compared to the two related protocols (REDEC
and REACT-DIS), the combined ReLoS/QoESCF enables
a significant enhancement of the quality of the transmit-
ted video in terms of the PSNR, MOS, and frame delivery.
However, the proposed method causes greater end-to-end
delay than the other protocols ; nevertheless, this obtained
end-to-end delay does not exceeds the threshold defined
by CISCO. Furthermore, our solution to overcome the inter-
mittent disconnection and collisions was to propose the
QoESCF scheme to resolve the packet loss. This scheme
supports packet retransmission differentiation, wherein the
priority of the retransmission is set to the most important
packets. With the aim to design a collision-free solution,
we intend in future to exploit the multi-channel architec-
ture defined in the DSRC standard, to schedule concur-
rent transmissions in separate channels. The goal is to
improve frame ratio delivery without incurring the addi-
tional message overhead caused by the SCF method. Fur-
thermore, we plan to investigate the stability of vehicles
located near intersections to design a timely broadcasting
protocol.
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